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The cognitive revolution offered an alternative to merely analyzing human behavior, using
the notion of computation to rigorously express hypotheses about the mind. Computation
also gives us new tools for testing these hypotheses – large behavioral databases generated
by human interactions with computers and with one another. This kind of data is typically
analyzed by computer scientists, who focus on predicting people’s behavior based on their
history. A new cognitive revolution is needed, demonstrating the value of minds as inter-
vening variables in these analyses and using the results to evaluate models of human
cognition.

� 2014 Elsevier B.V. All rights reserved.
Over 60 years ago, the cognitive revolution made legit-
imate the scientific study of the mind (Gardner, 1987;
Miller, 2003). Formal models of cognition made it possible
to postulate processes that lie between a person’s history
and their actions, offering an alternative to the rigid
stimulus-response structure of Behaviorism. Using new
mathematical ideas – in particular, the notion of computa-
tion – a generation of researchers discovered a way to
rigorously state hypotheses about how human minds
work. I believe that we stand on the brink of a new revolu-
tion, with equally far-reaching consequences and an
equally important role for computation. A revolution in
how we test those hypotheses.

While the decades since the cognitive revolution have
seen significant innovations in the kinds of computational
models researchers have explored, the methods used to
evaluate those models have remained fundamentally the
same. In fact, those methods have arguably remained the
same for over a century, being based on the small-scale
laboratory science that characterized the first psychologi-
cal research (Mandler, 2007). If you want to answer a
question about the human mind (or publish a paper in Cog-
nition) you formulate some hypotheses, bring an appropri-
ate number of people into the laboratory, and have them
carry out a task that distinguishes between those
hypotheses.

But while we have remained focused on the events in
our laboratories, the world outside those laboratories has
changed. The internet offers a way to reach thousands of
people in seconds. Human lives are lived more and more
through our computers and our mobile phones. And the
people with the most data about human behavior are no
longer psychologists. They are computer scientists.

The mouse clicks and keystrokes of our online interac-
tions are data, and figuring out how to make the best use
of those data has become an important part of computer
science. Recommendation systems that tell you which
books you might be interested in, services that suggest
related news stories, search engines that make use of the
tags people apply to images, algorithms that select the
advertisements you are most likely to click on. . . all are sig-
nificant areas of research in computer science, and all are
fundamentally based on the study of human behavior.

They are also all missed opportunities for cognitive
science.

Recommendation systems need to divine human pref-
erences – a problem that has been studied by both psy-
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chologists and economists (Lucas et al., 2014). Identifying
related news stories requires extracting appropriate repre-
sentations of the meaning of text, a key problem in study-
ing language and memory (e.g., Landauer & Dumais, 1997;
Jones & Mewhort, 2007). Image tagging is a problem of
categorization, a central topic in cognitive psychology
(e.g., Rosch, 1978; Medin & Schaffer, 1978; Nosofsky,
1986). And predicting what advertisements people will
click on involves combining preferences, semantic repre-
sentations, and categorization – something that would
seem to require a rich model of human cognition.

Except that is not how computer scientists solve these
problems. In practice, recommendation systems are typi-
cally based on ‘‘collaborative filtering’’ – predicting what
you will purchase based purely on the similarity of your
behavior to the behavior of others, not on building a com-
plex model of your preferences (e.g., Linden, Smith, & York,
2003). Systems for processing text and images are evalu-
ated via their performance on information-retrieval tasks
(such as how often they identify a document or image
somebody might be searching for), rather than being com-
pared against richer metrics based on human cognition
(this difference can be seen for a single model in Blei, Ng,
& Jordan, 2003; Griffiths, Steyvers, & Tenenbaum, 2007).
And the advertisements you see on webpages are chosen
by reinforcement-learning algorithms that infer what peo-
ple are likely to click on based on the webpages they
recently visited and the content of the current webpage
(e.g., Pandey & Olston, 2006).

All too often, behavioral data is analyzed as just that –
behavior. And, as a result, the theoretical assumptions
underlying these analyses would not seem controversial
to a Behaviorist: that people act similarly to one another,
and that future actions can be predicted from past actions.

Hence this call to revolution. This call to a new cognitive
revolution. To take back behavioral data, and – just as in
the last cognitive revolution – to demonstrate the value
of postulating a mind between browsing history and
mouse movements.

Ubiquitous records of human behavior offer the poten-
tial to study human cognition at a scale and level of validity
that could never be achieved in the laboratory. To take just
one example, Yahoo! recently made available (at http://lab-
s.yahoo.com/news/yfcc100m/) 100 million images together
with the tags that had been applied to those images by users
– more data than has ever been collected in laboratory stud-
ies of categorization, using real images rather than artificial
stimuli. Services like Twitter offer access to the stream of
consciousness of millions of people, while Facebook pro-
vides information about their connections and interactions.
Location trackers in mobile phones reveal where we go, and
motion trackers reveal what we do when we get there.

My hope is that cognitive scientists can use this kind of
data not just to get insight into how human minds work,
but to improve the strategies that computer scientists have
developed for working with these datasets – to leverage
our decades of experience in thinking about the causes of
human behavior to develop richer, more cognitive models
that lead to better predictions.

There are already lines of research that have begun to
explore the potential of these new sources of data about
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the mind. First of all, my characterization of the methods
of modern psychology is a few years out of date – increas-
ingly, psychologists are making use of crowdsourcing
services such as Amazon’s Mechanical Turk to run experi-
ments over the internet at a larger scale than would be
possible in the laboratory (Crump, McDonnell, &
Gureckis, 2013; Buhrmester, Kwang, & Gosling, 2011;
Mason & Suri, 2012). Researchers have begun to use large
databases of naturalistic images in psychological experi-
ments, offering strong tests of psychological theories
(e.g., Isola, Xiao, Torralba, & Oliva, 2011; Abbott,
Austerweil, & Griffiths, 2012). Others have explored the
question of how human categorization could be studied
using online databases (Glushko, Maglio, Matlock, &
Barsalou, 2008). Computer games – with hundreds of thou-
sands of players – offer a different way to study skill acqui-
sition (Stafford & Dewar, 2014). And records of financial
transactions have begun to be used to inform theories of
economic decision-making (Stewart, Chater, & Brown,
2006; Gelman, Kariv, Shapiro, Silverman, & Tadelis, 2014).

This new revolution will face challenges. Crowdsourcing
of experiments is potentially transformative, offering a way
to make progress in studying the mind at a speed and level
of precision that has not previously been possible. But it is
also an under-exploited resource. We need to stop viewing
crowdsourcing as a way to do what we used to do in the lab-
oratory more quickly and at a larger scale, and start thinking
about how it changes what we can do. For the first time,
researchers using behavioral methods to study the mind
have a tool that has the same high-bandwidth, high-cost
profile as neuroimaging: we could spend a few hundred dol-
lars for an hour on an MRI machine, but we might get richer
and more meaningful data by spending the same amount on
Mechanical Turk. And we should write grant proposals that
give this kind of intensive behavioral data collection equally
high priority.

More importantly, knowing that you can easily have
thousands of participants in a study should change how
studies are designed. Rather than simply scaling up an
experiment intended to provide a single bit of information
– which of two hypotheses is correct – we need to develop
new experimental paradigms that give us a richer picture
of human cognition. For example, my collaborators and I
have adapted algorithms that computer scientists and
statisticians use for sampling from complex probability
distributions to define new experimental methods that
can be used to estimate distributions associated with
human category representations (Sanborn, Griffiths, &
Shiffrin, 2010) and prior distributions (Lewandowsky,
Griffiths, & Kalish, 2009; Yeung & Griffiths, 2011; Canini,
Griffiths, Vanpaemel, & Kalish, 2014). These methods
require large numbers of participants (or many judgments
per participant), but provide a great deal of insight into the
mental representations that inform people’s judgments.

Exploring the research potential of large-scale behav-
ioral datasets is also challenging. While these datasets offer
a depth and realism that goes far beyond that of laboratory
data, they do so at the cost of making it harder to identify
causality. In working with these datasets, we need to adopt
a different mindset – more like the mindset of an astrono-
mer, making sense of noisy data viewed from far away.
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This does not mean that the data are not scientifically use-
ful – the success of astrophysics bears this out. But it does
mean that we should combine the old with the new, using
laboratory (or online) experiments to establish causality in
cases where it is not clear from existing records of
behavior.

Pushing this analogy with astrophysics further, it is
instructive to consider how astronomical observations
and laboratory experiments are combined to make scien-
tific progress: through theory. Theoretical physics provides
the broader context that links small-scale laboratory sci-
ence with large-scale observations, allowing hypotheses
to be evaluated using both of these methods. In the same
way, theories of cognition that make predictions at multi-
ple scales – in the lab, and in the wider world – are going to
be fundamental to integrating these new sources of data
into the practice of cognitive science.

Computation thus plays an intimate role in this new
revolution. As in the last revolution, it is what allows us to
formulate precise hypotheses about minds and their conse-
quences for behavior. But the six decades that have passed
since that last revolution have brought the theoretical con-
struct of computation into an applied reality, and that reality
means computers are also the medium by which the data we
use to evaluate our hypotheses will be collected. They are
also the medium by which the data will be analyzed, moving
into a more central role in psychological research. If you
want to train a student to be in a position to make the most
of this new revolution, programming skills will play as
important a role in the curriculum as experiment design.

Just as the current state of cognitive science would have
been hard to predict in the 1950s, it is hard to predict what
the consequences of this new cognitive revolution might
be. But my vision is of a very different kind of laboratory
for studying the mind – one where the rich information
about our behavior that is collected ubiquitously by our
devices is fodder for evaluating theories of cognition, and
where theories of cognition play a central role in how that
information is used. Over the next few decades, I hope that
the papers that appear in Cognition will increasingly make
use of data collected outside our laboratories, and that the
theories they present will increasingly have an impact that
goes far beyond cognitive science.
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