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Short Abstract: The dominant paradigm of experiments in the social and behavioral sciences, which Alan 
Newell once characterized as “playing twenty questions with nature,” assumes that theory is advanced 
one experiment at a time. In this article, we revive Newell’s critique that experiments in this “one-at-a-
time tradition” are fundamentally incommensurable; hence, the knowledge they generate cannot be 
easily integrated across experiments conducted under different conditions. We then describe an 
alternative approach, integrative experiment design, which we argue is better suited for generating 
cumulative empirical and theoretical knowledge. 

Long Abstract: The dominant paradigm of experiments in the social and behavioral sciences views an 
experiment as a test of a theory, where the theory is assumed to generalize beyond the experiment’s 
specific conditions. According to this view, which Alan Newell once characterized as “playing twenty 
questions with nature,” theory is advanced one experiment at a time, and the integration of disparate 
findings is assumed to happen via the scientific publishing process. In this article, we argue that the 
process of integration is at best inefficient, and at worst it does not, in fact, occur. We further show that 
the challenge of integration cannot be adequately addressed by recently proposed reforms that focus on 
the reliability and replicability of individual findings, nor simply by conducting more or larger 
experiments. Rather, the problem arises from the imprecise nature of social and behavioral theories and, 
consequently, a lack of commensurability across experiments conducted under different conditions. 
Therefore, researchers must fundamentally rethink how they design experiments and how the 
experiments relate to theory. We specifically describe an alternative framework, integrative experiment 
design, which intrinsically promotes commensurability and continuous integration of knowledge. In this 
paradigm, researchers explicitly map the design space of possible experiments associated with a given 
research question, embracing many potentially relevant theories rather than focusing on just one. The 
researchers then iteratively generate theories and test them with experiments explicitly sampled from 
the design space, allowing results to be integrated across experiments. Given recent methodological and 
technological developments, we conclude that this approach is feasible and would generate more-
reliable, more-cumulative empirical and theoretical knowledge than the current paradigm—and with far 
greater efficiency.  
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1.Introduction 

“You can't play 20 questions with Nature and win” (Newell, 1973). 

Fifty years ago, Allen Newell summed up the state of contemporary experimental psychology as follows: 

“Science advances by playing twenty questions with nature. The proper tactic is to frame a general 

question, hopefully binary, that can be attacked experimentally. Having settled that bits-worth, one can 

proceed to the next … Unfortunately, the questions never seem to be really answered, the strategy does 

not seem to work.” (italics added for emphasis)  

The problem, Newell noted, was a lack of coherence among experimental findings. “We never seem in 

the experimental literature to put the results of all the experiments together,” he wrote, “Innumerable 

aspects of the situations are permitted to be suppressed. Thus, no way exists of knowing whether the 

earlier studies are in fact commensurate with whatever ones are under present scrutiny, or are in fact 

contradictory.” Referring to a collection of papers by prominent experimentalists, Newell concluded that 

although it was “exceedingly clear that each paper made a contribution … I couldn't convince myself that 

it would add up, even in thirty more years of trying, even if one had another 300 papers of similar, 

excellent ilk.” 

More than twenty years after Newell’s imagined future date, his outlook seems, if anything, optimistic. 

To illustrate the problem, consider the phenomenon of group “synergy,” defined as the performance of 

an interacting group exceeding that of an equivalently sized “nominal group” of individuals working 

independently (Hill, 1982; J. R. Larson, 2013). A century of experimental research in social psychology, 

organizational psychology, and organizational behavior has tested the performance implications of 

working in groups relative to working individually (N. J. Allen & Hecht, 2004; Hackman et al., 1975; 
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Husband, 1940; Schulz-Hardt & Mojzisch, 2012; Tasca, 2021; Watson, 1928), but substantial 

contributions can also be found in cognitive science, communications, sociology, education, computer 

science, and complexity science (Allport, 1924; Arrow et al., 2000; Barron, 2003; Devine et al., 2001). In 

spite of this attention across time and disciplines—or maybe because of it—this body of research often 

reaches inconsistent or conflicting conclusions. For example, some studies find that interacting groups 

outperform individuals because they are able to distribute effort (Laughlin et al., 2002), share 

information about high-quality solutions (Mason & Watts, 2012), or correct errors (Mao et al., 2016), 

whereas other studies find that “process losses”—including social loafing (Harkins, 1987; Karau & 

Williams, 1993), groupthink (Janis, 1972), and interpersonal conflict (Steiner, 1972)—cause groups to 

underperform their members. 

As we will argue, the problem is not that researchers lack theoretically informed hypotheses about the 

causes and predictors of group synergy; to the contrary, the literature contains dozens, or possibly even 

hundreds, of such hypotheses. Rather, the problem is that because each of these experiments was 

designed with the goal of testing a hypothesis but, critically, not with the goal of explicitly comparing the 

results with other experiments of the same general class, researchers in this space have no way to 

articulate how similar or different their experiment is from anyone else’s. As a result, it is impossible to 

determine—via systematic review, meta-analysis, or any other ex-post method of synthesis—how all of 

the potentially relevant factors jointly determine group synergy or how their relative importance and 

interactions change over contexts and populations. 

Nor is group synergy the only topic in the social and behavioral sciences for which one can find a 

proliferation of irreconcilable theories and empirical results. For any substantive area of the social and 

behavioral sciences on which we have undertaken a significant amount of reading, we see hundreds of 

experiments that each test the effects of some independent variables on other dependent variables 
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while suppressing innumerable “aspects of the situation.”1 Setting aside the much-discussed problems of 

replicability and reproducibility, many of these papers are interesting when read in isolation, but it is no 

more possible to “put them all together” today than it was in Newell’s time (Almaatouq, 2019; 

Muthukrishna & Henrich, 2019; D. J. Watts, 2017). 

Naturally, our subjective experience of reading across several domains of interest does not constitute 

proof that successful integration of many independently designed and conducted experiments cannot 

occur in principle, or even that it has not occurred in practice. Indeed it is possible to think of isolated 

examples, such as mechanism design applied to auctions (Myerson, 1981; Vickrey, 1961) and matching 

markets (Aumann & Hart, 1992; Gale & Shapley, 1962), in which theory and experiment appear to have 

accumulated into a reasonably self-consistent, empirically validated, and practically useful body of 

knowledge. We believe, however, that these examples represent rare exceptions and that examples such 

as group synergy are far more typical.  

We propose two explanations for why not much has changed since Newell’s time. The first is that not 

everyone agrees with the premise of Newell’s critique—that “putting things together” is a pressing 

concern for the scientific enterprise. In effect, this view holds that the approach Newell critiqued (and 

that remains predominant in the social and behavioral sciences) is sufficient for accumulating 

knowledge. Such accumulation manifests itself indirectly through the scientific publishing process, with 

each new paper building upon earlier work, and directly through literature reviews and meta-analyses. 

The second explanation for the lack of change since Newell’s time is that even if one accepts Newell’s 

 
1 Although we restrict the focus of our discussion to lab experiments in the social and behavioral sciences, with which we are 

most familiar, we expect that our core arguments generalize well to other modes of inquiry and adjacent disciplines. 
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premise, neither Newell nor anyone else has proposed a workable alternative; hence, the current 

paradigm persists by default in spite of its flaws.2  

In the remainder of this paper, we offer our responses to the two explanations just proposed. Section 2 

addresses the first explanation, describing what we call the “one-at-a-time” paradigm and arguing that it 

is poorly suited to the purpose of integrating knowledge over many studies in large part because it was 

not designed for that purpose. We also argue that existing mechanisms for integrating knowledge, such 

as systematic reviews and meta-analyses, are insufficient on the grounds that they, in effect, assume 

commensurability. If the studies that these methods are attempting to integrate cannot be compared 

with one another, because they were not designed to be commensurable, then there is little that ex-post 

methods can do.3 Rather, an alternative approach to designing experiments and evaluating theories is 

needed. Section 3 addresses the second explanation by describing such an alternative, which we call the 

“integrative” approach, that is explicitly designed to integrate knowledge about a particular problem 

domain. Although integrative experiments of the sort we describe may not have been possible in 

Newell’s day, we argue that they can now be productively pursued in parts of the social and behavioral 

sciences thanks to increasing theoretical maturity and methodological developments. To illustrate this 

point, Section 4 illustrates the potential of the integrative approach by describing three experiments that 

are first steps in its direction. Finally, Section 5 outlines questions and concerns we have encountered 

and offers our response. 

 
2 By analogy, we note that for almost as long as p-values have been used as a standard of evidence in the social and behavioral 

sciences, critics have argued that they are somewhere between insufficient and meaningless (Cohen, 1994; Dienes, 2008; 
Gelman & Carlin, 2017; Meehl, 1990a). Yet, in the absence of an equally formulaic alternative, p-value analysis remains 
pervasive (Benjamin et al., 2017).  
3 Nor do recent proposals to improve the replicability and reproducibility of scientific results (Gelman & Loken, 2014; Ioannidis, 

2005; Munafò et al., 2017; Open Science Collaboration, 2015; Simmons et al., 2011) address the problem. While these proposals 
are worthy, their focus is on individual results, not on how collections of results fit together.  
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2.The “One-at-a-Time” Paradigm 

In the simplest version of what we call the “one-at-a-time” approach to experimentation, a researcher 

poses a question about the relation between one independent and one dependent variable and then 

offers a theory-motivated hypothesis that the relation is positive or negative. Next, the researcher 

devises an experiment to test this hypothesis by introducing variability in the independent variable, 

aiming to reject the “null hypothesis” that the proposed dependency does not exist on the basis of the 

evidence, quantified by a p-value. If the null hypothesis is successfully rejected, the researcher concludes 

that the experiment corroborates the theory and then elaborates on potential implications, both for 

other experiments and for phenomena outside the lab. 

In practice, one-at-a-time experiments can be considerably more complex. The researcher may articulate 

hypotheses about more than one independent variable, more than one dependent variable, or both. The 

test itself may focus on effect sizes or confidence intervals rather than statistical significance, or it may 

compare two or more competing hypotheses. Alternatively, both the hypothesis and the test may be 

qualitative in nature. Regardless, each experiment tests at most a small number of theoretically 

informed hypotheses in isolation by varying at most a small number of parameters. By design, all other 

factors are held constant. For example, a study of the effect of reward or punishment on levels of 

cooperation typically focuses on the manipulation of theoretical interest (e.g., introducing a punishment 

stage between contribution rounds in a repeated game) while holding fixed other parameters, such as 

the numerical values of the payoffs or the game’s length (Fehr & Gachter, 2000). Similarly, a study of the 

effect of network structure on group performance typically focuses on some manipulation of the 

underlying network while holding fixed the group size or the time allotted to perform the task 

(Almaatouq et al., 2020; Becker et al., 2017). 

https://doi.org/10.1017/S0140525X22002874 Published online by Cambridge University Press

https://paperpile.com/c/IcGVaD/v3Hu
https://paperpile.com/c/IcGVaD/08toJ+A2xD7
https://doi.org/10.1017/S0140525X22002874


2.1 The problem with the one-at-a-time paradigm 
As Newell himself noted, this approach to experimentation seems reasonable. After all, the sequence of 

question → theory → hypothesis → experiment → analysis → revision to theory → repeat 

appears to be almost interchangeable with the scientific method itself. Nonetheless, the one-at-a-time 

paradigm rests on an important but rarely articulated assumption: that because the researcher’s 

purpose in designing an experiment is to test a theory of interest, the only constructs of interest are 

those that the theory itself explicitly articulates as relevant. Conversely, where the theory is silent, the 

corresponding parameters are deemed to be irrelevant. According to this logic, articulating a precise 

theory leads naturally to a well-specified experiment with only one, or at most a few, constructs in need 

of consideration Correspondingly, theory can aid the interpretation of the experiment’s results—and can 

be generalized to other cases (Mook, 1983; Zelditch, 1969). 

Unfortunately, while such an assumption may be reasonable in fields such as physics, it is rarely justified 

in the social and behavioral sciences (Debrouwere, 2020; Meehl, 1967). Social and behavioral 

phenomena exhibit higher “causal density” (or what Meehl called the “crud factor”) than physical 

phenomena, such that the number of potential causes of variation in any outcome is much larger than in 

physics and the interactions among these causes is often consequential (Manzi, 2012; Meehl, 1990b). In 

other words, the human world is vastly more complex than the physical one, and researchers should be 

neither surprised nor embarrassed that their theories about it are correspondingly less precise and 

predictive (D. J. Watts, 2011). The result is that theories in the social and behavioral sciences are rarely 

articulated with enough precision or supported by enough evidence for researchers to be sure which 

parameters are relevant and which can be safely ignored (Berkman & Wilson, 2021; Meehl, 1990b; M. A. 

Turner & Smaldino, 2022; Yarkoni, 2020). Researchers working independently in the same domain of 

inquiry will therefore invariably make design choices (e.g., parameter settings, subject pools) differently 

(Breznau et al., 2022; Gelman & Loken, 2014). Moreover, because the one-at-a-time paradigm is 
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premised on the (typically unstated) assumption that theories dictate the design of experiments, the 

process of making design decisions about constructs that are not specified under the theory being tested 

is often arbitrary, vague, undocumented, or (as Newell put it) “suppressed.”  

2.2 The universe of possible experiments 
To express the problem more precisely, it is useful to think of a one-at-a-time experiment as a sample 

from an implicit universe of possible experiments in a domain of inquiry. Before proceeding, we 

emphasize that neither the sample nor the universe is typically acknowledged in the one-at-a-time 

paradigm. Indeed, it is precisely the transition from implicit to explicit construction of the sampling 

universe that forms the basis of the solution we describe in the next section.  

In imagining such a universe, it is useful to distinguish the independent variables needed to define the 

effect of interest—the experimental manipulation—from the experiment’s context. We define this 

context as the set of independent variables that are hypothesized to moderate the effect in question as 

well as the nuisance parameters (which, strictly speaking, are also independent variables) over which the 

effect is expected to generalize and that correspond to the design choices the researcher makes about 

the specific experiment that will be conducted. For example, an experiment comparing the performance 

of teams to that of individuals not only will randomize participants into a set of experimental conditions 

(e.g., individuals vs. teams of varying sizes), but will also reflect decisions about other contextual 

features, including, for example, the specific tasks on which to compare performance, where each task 

could then be parameterized along multiple dimensions (Almaatouq, Alsobay, et al., 2021; J. R. Larson, 

2013). Other contextual choices include the incentives provided to participants, time allotted to perform 

the task, modality of response, and so on. Similarly, we define the population of the experiment as a set 

of measurable attributes that characterize the sample of participants (e.g., undergraduate women in the 

U.S. aged 18–23 with a certain distribution of Cognitive Reflection Test scores). Putting all these choices 

together, we can now define an abstract space of possible experiments, the dimensions of which are the 
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union of the context and population. We call this space the design space on the grounds that every 

conceivable design of the experiment is describable by some choice of parameters that maps to a unique 

point in the space.4 (Although this is an abstract way of defining what we mean by the experiment design 

space, we will suggest concrete and practical ways of defining it later in the article.) 

Figure 1 offers a simplified rendering of a design space and illustrates several important properties of the 

one-at-a-time paradigm. Figure 1A shows a single experiment conducted in a particular context with a 

particular sample population. The color of the point represents the “result” of the experiment: the effect 

of one or more independent variables on some dependent variable. In the absence of a theory, nothing 

can be concluded from the experiment alone, other than that the observed result holds for one 

particular sample of participants under one particular context. From this observation, the appeal of 

strong theory becomes clear: By framing an experiment as a test of a theory, rather than as a 

measurement of the relationship between dependent and independent variables (Koyré, 1953), the 

observed results can be generalized well beyond the point in question, as shown in Figure 1B. For 

example, while a methods section of an experimental paper might note that the participants were 

recruited from the subject pool at a particular university, it is not uncommon for research articles to 

report findings as if they apply to all of humanity (Henrich et al., 2010). According to this view, theories 

(and in fields such as experimental economics, formal models) are what help us understand the world, 

whereas experiments are merely instruments that enable researchers to test theories (Lakens et al., 

2022; Levitt & List, 2007; Mook, 1983; Zelditch, 1969).  

As noted above, however, we rarely expect theories in the social and behavioral sciences to be 

universally valid. The ability of the theory in question to generalize the result is therefore almost always 

 
4 We also note that in an alternative formulation of the design space, all variables (including what one would think of as 

experimental manipulations) are included as dimensions of the design space and the focal experimental manipulation is 
represented as a comparison across two or more points in the space. Some of the examples described in Section 4 are more 
readily expressed in one formulation, whereas others are more readily expressed in the other. They are equivalent: it is possible 
to convert from one to the other without any loss of information. 
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limited to some region of the design space that includes the sampled point but not the entire space, as 

shown in Figure 1C. While we expect that most researchers would acknowledge that they lack evidence 

for unconstrained generality over the population, it is important to note that there is nothing special 

about the subjects. In principle, what goes for subjects also holds for contexts (Simons et al., 2017; 

Yarkoni, 2020). Indeed, as Brunswik long ago observed, “...proper sampling of situations and problems 

may in the end be more important than proper sampling of subjects, considering the fact that individuals 

are probably on the whole much more alike than are situations among one another” (Brunswik, 1947). 

Unfortunately, because the design space is never explicitly constructed, and hence the sampled point 

has no well-defined location in the space, the one-at-a-time paradigm cannot specify a proposed domain 

of generalizability. Instead, any statements regarding “scope” or “boundary” conditions for a finding are 

often implicit and qualitative in nature, leaving readers to assume the broadest possible generalizations. 

These scope conditions may appear in an article’s discussion section but typically not in its title, abstract, 

or introduction. Rarely, if ever, is it possible to precisely identify, based on the theory alone, over what 

domain of the design space one should expect an empirical result to hold (Cesario, 2014, 2021). 
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Figure 1. Implicit Design Space. Panel A depicts a single experiment (a single point) that generates a result in a 
particular sample population and context; the point’s color represents a relationship between variables. Panel B 
depicts the expectation that results will generalize over broader regions of conditions. Panel C shows a result that 
applies to a bounded range of conditions. Panel D illustrates how isolated studies about specific hypotheses can 
reach inconsistent conclusions, as represented by different-colored points. 

2.3 Incommensurability leads to irreconcilability  
Given that the choices about the design of experiments are not systematically documented, it becomes 

impossible to establish how similar or different two experiments are. This form of incommensurability, 

whereby experiments about the same effect of interest are incomparable, generates a pattern like that 

shown in Figure 1D, where inconsistent and contradictory findings appear in no particular order or 

pattern (Levinthal & Rosenkopf, 2021). If one had a metatheory that specified precisely under what 

conditions (i.e., over what region of parameter values in the design space) each theory should apply, it 
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might be possible to reconcile the results under that metatheory’s umbrella, but rarely do such 

metatheories exist (Muthukrishna & Henrich, 2019). As a result, the one-at-a-time paradigm provides no 

mechanism by which to determine whether the observed differences (a) are to be expected on the 

grounds that they lie in distinct subdomains governed by different theories, (b) represent a true 

disagreement between competing theories that make different claims on the same subdomain, or (c) 

indicate that one or both results are likely to be wrong and therefore require further replication and 

scrutiny. In other words, inconsistent findings arising in the research literature are essentially 

irreconcilable (Almaatouq, 2019; Muthukrishna & Henrich, 2019; Van Bavel et al., 2016; D. J. Watts, 

2017; Yarkoni, 2020).  

Critically, the absence of commensurability also creates serious problems for existing methods of 

synthesizing knowledge such as systematic reviews and meta-analyses. As all these methods are post-

hoc, meaning that they are applied after the studies in question have been completed, they are 

necessarily reliant on the designs of the experiments they are attempting to integrate. If those designs 

do not satisfy the property of commensurability (again, because they were never intended to), then ex-

post methods are intrinsically limited in how much they can say about observed differences. A concrete 

illustration of this problem has emerged recently in the context of “nudging” due to the publication of a 

large meta-analysis of over 400 studies spanning a wide range of contexts and interventions (Mertens et 

al., 2022). The paper was subsequently criticized for failing to account adequately for publication bias 

(Maier et al., 2022), the quality of the included studies (Simonsohn et al., 2022), and their heterogeneity 

(Szaszi et al., 2022). While the first two of these problems can be addressed by proposed reforms in 

science, such as universal registries of study designs (which are designed to mitigate publication bias) 

and adoption of pre-analysis plans (which are specified to improve study quality), the problem of 

heterogeneity requires a framework for expressing study characteristics in a way that is commensurate. 

If two studies are different, that is, a meta-analysis is left with no means to incorporate information from 
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both of them that properly accounts for their differences. Thus, while meta-analyses (and reviews more 

generally) can acknowledge the importance of moderating variables, they are inherently limited in their 

ability to do so by the commensurability of the underlying studies.  

Finally, we note that the lack of commensurability is also unaddressed by existing proposals to improve 

the reliability of science by, for example, increasing sample sizes, calculating effect sizes rather than 

measures of statistical significance, replicating findings, or requiring pre-registered designs. Although 

these practices can indeed improve the reliability of individual findings, they are not concerned directly 

with the issue of how many such findings “fit together” and hence do not address our fundamental 

concern with the one-at-a-time framework. In other words, just as Newell claimed fifty years ago, 

improving the commensurability of experiments—and the theories they seek to test—will require a 

paradigmatic shift in how we think about experimental design.  

3. From One-at-a-Time to Integrative by 

Design 

We earlier noted that a second explanation for the persistence of the one-at-a-time approach is the lack 

of any realistic alternative. Even if one sees the need for a “paradigmatic shift in how we think about 

experimental design,” it remains unclear what that shift would look like and how to implement it. To 

address this issue, we now describe an alternative approach, which we call “integrative” 

experimentation, that can resolve some of the difficulties described previously. In general terms, the 

one-at-a-time approach starts with a single, often very specific, theoretically informed hypothesis. In 

contrast, the integrative approach starts from the position of embracing many potentially relevant 

theories: All sources of measurable experimental-design variation are potentially relevant, and decisions 
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about which parameters are relatively more or less important are to be answered empirically. The 

integrative approach proceeds in three phases: (1) constructing a design space, (2) sampling from the 

design space, and (3) building theories from the resulting data. The rest of this section elucidates these 

three main conceptual components of the integrative approach. 

3.1 Constructing the design space 
The integrative approach starts by explicitly constructing the design space. Experiments that have 

already been conducted can then be assigned well-defined coordinates, whereas those not yet 

conducted can be identified as as-yet-unsampled points. Critically, the differences between any pair of 

experiments that share the same effect of interest—whether past or future—can be determined; thus, it 

is possible to precisely identify the similarities and differences between two designs. In other words, 

commensurability is “baked in” by design.  

How should the design space be constructed in practice? The method will depend on the domain of 

interest but is likely to entail a discovery stage that identifies candidate dimensions from the literature. 

Best practices for constructing the design space will emerge with experience, giving birth to a new field 

of what we tentatively label “research cartography”: the systematic process of mapping out research 

fields in design spaces. Efforts in research cartography are likely to benefit from and contribute to 

ongoing endeavors to produce formal ontologies in social and behavioral science research and other 

disciplines, in support of a more integrative science (S. Larson & Martone, 2009; Rubin et al., 2006; J. A. 

Turner & Laird, 2012). 

To illustrate this process, consider the phenomenon of group synergy discussed earlier. Given existing 

theory and decades of experiments, one might expect the existence and strength of group synergy to 

depend on the task: For some tasks, interacting groups might outperform nominal groups, whereas for 

others, the reverse might hold. In addition, synergy might (or might not) be expected depending on the 
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specific composition of the group: Some combinations of skills and other individual attributes might lead 

to synergistic performance; other combinations might not. Finally, group synergy might depend on 

“group processes,” defined as variables such as the communications technology or incentive structure 

that affect how group members interact with one another, but which are distinct both from the 

individuals themselves and their collective task.  

Given these three broad sources of variation, an integrative approach would start by identifying the 

dimensions associated with each, as suggested either by prior research or some other source of insight 

such as practical experience. In this respect, research cartography resembles the process of identifying 

the nodes of a nomological network (Cronbach & Meehl, 1955; Preckel & Brunner, 2017) or the 

dimensions of methodological diversity for a meta-analysis (Higgins et al., 2003); however, it will typically 

involve many more dimensions and require the “cartographer” to assign numerical coordinates to each 

“location” in the space. For example, the literature on group performance has produced several well-

known task taxonomies, such as those by Shaw (1963), Hackman (1968), Steiner (1972), McGrath (1984), 

and Wood (1986). Task-related dimensions of variation (e.g., divisibility, complexity, solution 

demonstrability, and solution multiplicity) would be extracted from these taxonomies and used to label 

tasks that have appeared in experimental studies of group performance. Similarly, prior work has 

variously suggested that group performance depends on the composition of the group with respect to 

individual-level traits as captured by, say, average skill (Bell, 2007; Devine & Philips, 2001; LePine, 2003; 

Stewart, 2006), skill diversity (Hong & Page, 2004; Page, 2008), gender diversity (Schneid et al., 2015), 

social perceptiveness (Engel et al., 2014; Kim et al., 2017; Woolley et al., 2010), and cognitive-style 

diversity (Aggarwal & Woolley, 2018; Ellemers & Rink, 2016), all of which could be represented as 

dimensions of the design space. Finally, group-process variables might include group size (Mao et al., 

2016), properties of the communication network (Almaatouq et al., 2022; Becker et al., 2017; Mason & 

Watts, 2012), and the ability of groups to reorganize themselves (Almaatouq et al., 2020). Together, 
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these variables might identify upwards of fifty dimensions that define a design space of possible 

experiments for studying group synergy through integrative experiment design, where any given study 

should, in principle, be assignable to one unique point in the space.5  

As this example illustrates, the list of possibly relevant variables can be long, and the dimensionality of 

the design space can therefore be large. Complicating matters, we do not necessarily know up front 

which of the many variables are in fact relevant to the effects of interest. In the example of group 

synergy, for instance, even an exhaustive reading of the relevant literature is not guaranteed to reveal all 

the ways in which tasks, groups, and group processes can vary in ways that meaningfully affect synergy. 

Conversely, there is no guarantee that all, or even most, of the dimensions chosen to represent the 

design space will play any important role in generating synergy. As a result, experiments that map to the 

same point in the design space could yield different results (because some important dimension is 

missing from the representation of the space), while in other cases, experiments that map to very 

different points yield indistinguishable behavior (because the dimensions along which they differ are 

irrelevant).  

Factors such as these complicate matters in practice but do not present a fundamental problem to the 

approach described here. The integrative approach does not require the initial configuration of the space 

to be correct or its dimensionality to be fixed. Rather, the dimensionality of the space can be learned in 

parallel with theory construction and testing. Really, the only critical requirement for constructing the 

design space is to do it explicitly and systematically by identifying potentially relevant dimensions (either 

from the literature or from experience, including any known experiments that have already been 

 
5 To illustrate with another example, cultural psychologists such as Hofstede (2001), Inglehart and Welzel (2005), and Schwartz 

(2006) identified cultural dimensions along which groups differ, which then can be used to define distance measures between 
populations and to guide researchers in deciding where to target their data-collection efforts (Muthukrishna et al., 2020). 
Another example of this exercise is the extensive breakdown of the “auction design space” by Wurman et al. (2001), which 
captures the essential similarities and differences of many auction mechanisms in a format more descriptive and useful than 
simple taxonomies and serves as an organizational framework for classifying work within the field. 
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performed) and by assigning coordinates to individual experiments along all identified dimensions. Using 

this process of explicit, systematic mapping of research designs to points in the design space (research 

cartography), the integrative approach ensures commensurability. We next will describe how the 

approach leverages commensurability to produce integrated knowledge in two steps: via sampling, and 

via theory construction and testing.  

3.2 Sampling from the design space 
An important practical challenge to integrative experiment design is that the size of the design space 

(i.e., the number of possible experiments) increases exponentially with the number of identified 

dimensions 𝐷. To illustrate, assume that each dimension can be represented as a binary variable (0,1), 

such that a given experiment either exhibits the property encoded in the dimension or does not. The 

number of possible experiments is then 2𝐷. When 𝐷 is reasonably small and experiments are 

inexpensive to run, it may be possible to exhaustively explore the space by conducting every experiment 

in a full factorial design. For example, when 𝐷 = 8, there are 256 experiments in the design space, a 

number that is beyond the scale of most studies in the social and behavioral sciences but is potentially 

achievable with recent innovations in crowdsourcing and other “high-throughput” methods, especially if 

distributed among a consortium of labs (Byers-Heinlein et al., 2020; Jones et al., 2021). Moreover, 

running all possible experiments may not be necessary: If the goal is to estimate the impact that each 

variable has, together with their interactions, a random (or more efficient) sample of the experiments 

can be run (Auspurg & Hinz, 2014). This sample could also favor areas where prior work suggests 

meaningful variation will be observed. Using these methods, together with large samples, it is possible to 

run studies for higher values of 𝐷 (e.g., 20). Section 4 describes examples of such studies. 

Exhaustive and random sampling are both desirable because they allow unbiased evaluation of 

hypotheses that are not tethered to the experimental design—there is no risk of looking only at regions 

of the space that current hypotheses favor (Dubova et al., 2022), and no need to collect more data from 
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the design space because the hypotheses under consideration change. But as the dimensionality 

increases, exhaustive and random sampling quickly become infeasible. When 𝐷 is greater than 20, the 

number of experiment designs grows to over 1 million, and when 𝐷 = 30, it is over 1 billion. Given that 

the dimensionality of design spaces for even moderately complex problems could easily exceed these 

numbers, and that many dimensions will be not binary but ternary or greater, integrative experiments 

will require using different sampling methods. 

Fortunately, there already exist a number of methods that enable researchers to efficiently sample high-

dimensional design spaces (Atkinson & Donev, 1992; McClelland, 1997; Smucker et al., 2018; Thompson, 

1933). For example, one contemporary class of methods is “active learning,” an umbrella term for 

sequential optimal experimental-design strategies that iteratively select the most informative design 

points to sample.6 Active learning has become an important tool in the design of A/B tests in industry 

(Letham et al., 2019) and, more recently, of behavioral experiments in the lab (Balietti et al., 2020).7 

Most commonly, an active learning process begins by conducting a small number of randomly selected 

experiments (i.e., points in the design space) and fitting a surrogate model to the outcome of these 

experiments. As we later elucidate, one can think of the surrogate model as a “theory” that predicts the 

outcome of all experiments in the design space, including those that have not been conducted. Then, a 

sampling strategy (also called an “acquisition function,” “query algorithm,” or “utility measure”) selects a 

new batch of experiments to be conducted according to the value of potential experiments. Notably, the 

 
6 Active learning is also called “query learning” or sometimes “sequential optimal experimental design” in the statistics 

literature. 
7 Active learning has recently become an important tool for optimizing experiments in other fields, such as machine learning 

hyperparameters (Snoek et al., 2012), materials and mechanical designs (Burger et al., 2020; Gongora et al., 2020; Lei et al., 
2021), and chemical reaction screening (Eyke et al., 2020, 2021; Shields et al., 2021)—just to mention a few. 
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choice of a surrogate model and sampling strategy is flexible, and the best alternative to choose will 

depend on the problem (Eyke et al., 2021).8 

 
Figure 2. Explicit Design Space. Panel A shows that systematically sampling the space of possible experiments can 
reveal contingencies, thereby increasing the integrativeness of theories (as shown in Panel B). Panel C depicts that 
what matters most is the overlap between the most practically useful conditions and domains defined by 
theoretical boundaries. The elephants in panels B and C represent the bigger picture that findings from a large 
number of experiments allow researchers to discern, but which is invisible to those from situated theoretical and 
empirical positions. 

We will not explore the details of these methods or their implementation,9 as this large topic has been—

and continues to be—extensively developed in the machine learning and statistics communities.10 For 

the purpose of our argument, it is necessary only to convey that systematic sampling from the design 

space allows for unbiased evaluation of hypotheses (see Figure 2A) and can leverage a relatively small 

number of sampled points in the design space to make predictions about every point in the space, the 

vast majority of which are never sampled (see Figure 2B). Even so, by iteratively evaluating the model 

against newly sampled points and updating it accordingly, the model can learn about the entire space, 

including which dimensions are informative. As we explain next, this iterative process will also form the 

basis of theory construction and evaluation.  

 
8 For example, surrogate models can be probabilistic models (e.g., a Gaussian process) as well as non-probabilistic (e.g., neural 

networks, tree-based methods), while sampling strategies can include uncertainty sampling, greedy sampling, and distance-
based sampling. 
9 Popular active learning libraries for experiments include Ax (Bakshy et al., 2018), BoTorch (Balandat et al., 2020), and 

GPflowOpt (Knudde et al., 2017). 
10 See Settles (2011), Greenhill (2020), and Ren et al. (2021) for surveys on active learning. 
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3.3 Building and testing theories 
Much like in the one-at-a-time paradigm, the ultimate goal of integrative experiment design is to 

develop a reliable, cohesive, and cumulative theoretical understanding. However, because the 

integrative approach constructs and tests theories differently, the theories that tend to emerge from it 

depart from the traditional notion of theory in two regards. First, the shift to integrative experiments will 

change our expectations about what theories look like (D. Watts, 2017; D. J. Watts, 2014), requiring 

researchers to focus less on proposing novel theories that seek to differentiate themselves from existing 

theories by identifying new variables and their effects, and more on identifying theory boundaries, which 

may involve many known variables working together in complex ways. Second, whereas traditional 

theory development distinguishes sharply between basic and applied research, integrative theories will 

lend themselves to a “use-inspired” approach in which basic and applied science are treated as 

complements rather than as substitutes where one necessarily drives out the other (Stokes, 1997; D. J. 

Watts, 2017). We now describe each of these adaptations in more detail. 

Integrating and reconciling existing theories. As researchers sample experiments that cover more of the 

design space, simple theories and models that explain behavior with singular factors will no longer be 

adequate because they will fail to generalize. From a statistical perspective, the “bias-variance trade-off” 

principle identifies two ways a model (or theory) can fail to generalize: It can be too simple and thus 

unable to capture trends in the observed data, or too complex, overfitting the observed data and 

manifesting great variance across datasets (Geman et al., 1992). However, this variance decreases as the 

datasets increase in size and breadth, making oversimplification and reliance on personal intuitions 

more-likely causes of poor generalization. As a consequence, we must develop new kinds of theories—or 

metatheories—that capture the complexity of human behaviors while retaining the interpretability of 
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simpler theories.11 In particular, such theories must account for variation in behavior across the entire 

design space and will be subject to different evaluation criteria than those traditionally used in the social 

and behavioral sciences. 

One such criterion is the requirement that theories generate “risky” predictions, defined roughly as 

quantitative predictions about as-yet unseen outcomes (Meehl, 1990b; Yarkoni, 2020). For example, in 

the “active sampling” approach outlined above, the surrogate model encodes prior theory and 

experimental results into a formal representation that (a) can be viewed as an explanation of all 

previously sampled experimental results and (b) can be queried for predictions treated as hypotheses. 

This dual status of the surrogate model as both explanation and prediction (Hofman et al., 2021; 

Nemesure et al., 2021; Yarkoni & Westfall, 2017) distinguishes it from the traditional notion of 

hypothesis testing. Rather than evaluating a theory based on how well it fits existing (i.e., in-sample) 

experimental data, the surrogate model is continually evaluated on its ability to predict new (i.e., out of 

sample) experimental data. Moreover, once the new data have been observed, the model is updated to 

reflect the new information, and new predictions are generated.  

We emphasize that the surrogate model from the active learning approach is just one way to generate, 

test, and learn from risky predictions. Many other approaches also satisfy this criterion. For example, one 

might train a machine learning model other than the surrogate model to estimate heterogeneity of 

treatment effects and to discover complex structures that were not specified in advance (Wager & 

Athey, 2018). Alternatively, one could use an interpretable, mechanistic, model. The only essential 

requirements for an integrative model are that it leverages the commensurability of the design space to 

in some way (a) accurately explain data that researchers have already observed, (b) make predictions 

 
11Given that the data from the integrative approach is generated independent of the current set of theories in the field, the 

resulting data are potentially informative not just about those theories, but about theories that are yet to be proposed. As a 
consequence, data generated by this integrative approach are intended to have greater longevity than data generated by “one-
at-a-time” experiments. 
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about as-yet-unseen experiments, and then, having run those experiments, (c) integrate the newly 

learned information to improve the model. If accurate predictions are achievable across some broad 

domain of the design space, the model can then be interpreted as supporting or rejecting various 

theoretical claims in a context-population-dependent way, as illustrated schematically in Figure 2B. 

Reflecting Merton’s (1968) call for “theories of the middle range,” a successful metatheory could identify 

the boundaries between empirically distinct regions of the design space (i.e., regions where different 

observed answers to the same research question pertain), making it possible to precisely state under 

what conditions (i.e., for which ranges of parameter values) one should expect different theoretically 

informed results to apply.  

If accurate predictions are unachievable even after an arduous search, the result is not a failure of the 

integrative framework. Rather, it would be an example of the framework’s revealing a fundamental limit 

to prediction and, hence, explanation (Hofman et al., 2017; Martin et al., 2016; D. J. Watts et al., 2018).12 

In the extreme, when no point in the space is informative of any other point, generalizations of any sort 

are unwarranted. In such a scenario, applied research might still be possible, for example by sampling 

the precise point of interest (Manzi, 2012), but the researcher’s drive to attain a generalizable theoretical 

understanding of a domain of inquiry would be exposed as fruitless. Such an outcome would be 

disappointing, but from a larger scientific perspective, it is better to know what cannot be known than to 

believe in false promises. Naturally, whether such outcomes arise—and if so, how frequently—is itself an 

empirical question that the proposed framework could inform. With sufficient integrative experiments 

over many domains, the framework might yield a “meta-metatheory” that clarifies under which 

conditions one should (or should not) expect to find predictively accurate metatheories. 

 
12 Another explanation for the inability to make accurate predictions is that the majority of dimensions defining the design 

space are uninformative and need to be reconsidered. 
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Bridging scientific and pragmatic knowledge. Another feature of integrative theories is that they will 

lend themselves to a “use-inspired” approach. Practitioners and researchers alike generally acknowledge 

that no single intervention, however evidence-based, benefits all individuals in all circumstances (i.e., 

across populations and contexts) and that overgeneralization from lab experiments in many areas of 

behavioral science can (and routinely does) lead practitioners and policymakers to deploy suboptimal 

and even dangerous real-world interventions (Brewin, 2022; de Leeuw et al., 2022; Grubbs, 2022; 

Wiernik et al., 2022). Therefore, social scientists should precisely identify the most effective intervention 

under each arising set of circumstances.  

The integrative approach naturally emphasizes contingencies and enables practitioners to distinguish 

between the most general result and the result that is most useful in practice. For example, in Figure 2B, 

the experiments depicted with a gray point correspond to the most general claim, occupying the largest 

region in the design space. However, this view ignores relevance, defined as points that represent the 

“target” conditions or the particular real-world context to which the practitioner hopes to generalize the 

results (Berkman & Wilson, 2021; Brunswik, 1955), as shown in Figure 2C. By concretely emphasizing 

these theoretical contingencies, the integrative approach supports “use-inspired” research (Stokes, 

1997; D. J. Watts, 2017).  

4. Existing Steps towards Integrative 

Experiments 

Integrative experiment design is not yet an established framework. However, some recent experimental 

work has begun to move in the direction we endorse—for example, by explicitly constructing a design 

space, sampling conditions more broadly and densely than the one-at-a-time approach would have, and 

constructing new kinds of theories that reflect the complexity of human behavior. In this section, we 

describe three examples of such experiments in the domains of (1) moral judgments, (2) risky choices, 
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and (3) subliminal priming effects. Note that these examples are not an exhaustive accounting of 

relevant work, nor fully fleshed out exemplars of the integrative framework. Rather, we find them to be 

helpful illustrations of work that is closely adjacent to what we describe and evidence that the approach 

is realizable and can yield useful insights. 

4.1. Factors influencing moral judgments 
Inspired by the Trolley Problem, the seminal “Moral Machine” experiment used crowdsourcing to study 

human perspectives on moral decisions made by autonomous vehicles (Awad et al., 2018, 2020). The 

experiment was supported by an algorithm that sampled a nine-dimensional space of over 9 million 

distinct moral dilemmas. In the first 18 months after deployment, the researchers collected more than 

40 million decisions in 10 languages from over 4 million unique participants in 233 countries and 

territories (Figure 3A). 

The study offers numerous findings that were neither obvious nor deducible from prior research or 

traditional experimental designs. For example, they show that once a moral dilemma is made sufficiently 

complex, few people will hold to the principle of treating all lives equally. Instead, they appear to treat 

demographic groups quite differently—for example, a willingness to sacrifice the elderly in service of the 

young, and a preference for sparing the wealthy over the poor at about the same level as the preference 

for preserving people following the law over those breaking it (Awad et al., 2018). A second surprising 

finding by Awad et al. (2018) was that the differences between omission and commission (a staple of 

discussions of Western moral philosophy) ranks surprisingly low relative to other variables affecting 

judgments of morality and that this ethical preference for inaction is primarily concentrated in Western 

cultures (e.g., North America and many European countries of Protestant, Catholic, and Orthodox 

Christian cultural groups). Indeed, the observation that clustering between countries is not just based on 

one or two ethical dimensions, but on a full profile of the multiplicity of ethical dimensions is something 
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that would have been impossible to detect using studies that lacked the breadth of experimental 

conditions sampled in this study. 

Moreover, such an approach to experimentation yields datasets that are more useful to other 

researchers as they evaluate their hypotheses, develop new theories, and address longstanding concerns 

such as which variables matter most to producing a behavior and what their relative contributions might 

be. For instance, Agrawal and colleagues used the dataset generated by the Moral Machine experiment 

to build a model with a black-box machine learning method (specifically, an artificial neural network) for 

predicting people’s decisions (Agrawal et al., 2020). This predictive model was used to critique a 

traditional cognitive model and identify potentially causal variables influencing people’s decisions. The 

cognitive model was then evaluated in a new round of experiments that tested its predictions about the 

consequences of manipulating the causal variables. This approach of “scientific regret minimization” 

combined machine learning with rational choice models to jointly maximize the theoretical model’s 

predictive accuracy and interpretability in the context of moral judgments. It also yielded a more 

complex theory than psychologists might be accustomed to: The final model had over 100 meaningful 

predictors, each of which could have been the subject of a distinct experiment and theoretical insight 

about human moral reasoning. By considering the influence of these variables in a single study by Awad 

et al. (2018), the researchers could ask what contribution each made to explaining the results. 

Investigation at this scale becomes possible when machine learning methods augment the efforts of 

human theorists (Agrawal et al., 2020).  

4.2. The space of risky decisions 
The Choice Prediction Competitions studied human decisions under risk (i.e., where outcomes are 

uncertain) by automating selection of more than 100 pairs of gambles from a 12-dimensional space with 

an algorithm (Erev et al., 2017; Plonsky et al., 2019). Recent work scaled this approach by taking 

https://doi.org/10.1017/S0140525X22002874 Published online by Cambridge University Press

https://paperpile.com/c/IcGVaD/svd3N
https://paperpile.com/c/IcGVaD/ThEkj/?noauthor=1
https://paperpile.com/c/IcGVaD/svd3N
https://paperpile.com/c/IcGVaD/TxhIh+yqTMg
https://doi.org/10.1017/S0140525X22002874


advantage of the larger sample sizes made possible by virtual labs, collecting human decisions for over 

10,000 pairs of gambles (Bourgin et al., 2019; Peterson et al., 2021). 

By sampling the space of possible experiments (in this case, gambles) much more densely (Figure 3B), 

Peterson et al. (2021) found that two of the classic phenomena of risky choice —loss aversion and 

overweighting of small probabilities—did not manifest uniformly across the entire space of possible 

gambles. These two phenomena originally prompted the development of prospect theory (Kahneman & 

Tversky, 1979), representing significant deviations from the predictions of classic expected utility theory. 

By identifying regions of the space of possible gambles where loss aversion and overweighting of small 

probabilities occur, Kahneman and Tversky showed that expected utility theory does not capture some 

aspects of human decision-making. However, in analyzing predictive performance across the entire 

space of gambles, Peterson et al. found that prospect theory was outperformed by a model in which the 

degree of loss aversion and overweighting of small probabilities varied smoothly over the space.  

The work of Peterson et al. (2021) illustrates how the content of theories might be expected to change 

with a shift to the integrative approach. Prospect theory makes a simple assertion about human 

decision-making: People exhibit loss aversion and overweight small probabilities. Densely sampling a 

larger region of the design space yields a more nuanced theory: While the functional form of prospect 

theory is well suited for characterizing human decisions, the extent to which people show loss aversion 

and overweight small probabilities depends on the context of the choice problem. That dependency is 

complicated. Even so, Peterson et al. identified several relevant variables such as the variability of the 

outcomes of the underlying gambles and whether the gamble was entirely in the domain of losses. 

Machine learning methods were useful in developing this theory, initially to optimize the parameters of 

the functions assumed by prospect theory and other classic theories of decision-making so as to ensure 
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evaluation of the best possible instances of those theories, and then to demonstrate that these models 

did not capture variation in people’s choices that could be predicted by more-complex models. 

4.3. A metastudy of subliminal priming effects 
A recent cognitive psychology paper described an experiment in which a subliminal cue influences how 

participants balance speed and accuracy in a response-time task (Reuss et al., 2015). In particular, 

participants were instructed to rapidly select a target according to a cue that signaled whether to 

prioritize response accuracy over speed, or vice versa. Reuss et al. reported typical speed–accuracy 

tradeoffs: When cued to prioritize speed, participants were faster and gave less accurate responses, 

whereas when cued to prioritize accuracy, participants were slower and more accurate. Crucially, this 

relationship was also found with cues that were rendered undetectable via a mask, an image presented 

directly before or after the cue that can suppress conscious perception of it. 

The study design of the original experiment included several nuisance variables (e.g., the color of the 

cue), the values of which were not thought to affect the finding of subliminal effects. If the claimed 

effect were general, it would appear for all plausible values of the nuisance variables, whereas its 

appearance in some (contiguous) ranges of values but not in others would indicate contingency. And if 

spurious, the effect would appear only for the original values, if at all. 

Baribault and colleagues (2018) took a “radical randomization” approach (also called a “metastudy” 

approach) in examining the generalizability and robustness of the original finding by randomizing 16 

independent variables that could moderate the subliminal priming effect (Figure 3C). By sampling nearly 

5,000 “microexperiments” from the 16-dimensional design space, Baribault et al. revealed that masked 

cues had an effect on participant behavior only in the subregion of the design space where the cue is 

consciously visible, thus providing much stronger evidence about the lack of the subliminal priming 

effect than any single traditional experiment evaluating this effect could have. For a recent, thorough 
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discussion of the metastudy approach and its advantages, along with a demonstration using the risky-

choice framing effect, see DeKay et al. (2022). 

Figure 3. Examples of integrative experiments. The top row illustrates the experimental tasks used in the Moral 
Machine, decisions under risk, and subliminal priming effects experiments, respectively, followed by the 
parameters varied across each experiment (bottom row). Each experiment instance (i.e., a scenario in the Moral 
Machine experiment, a pair of gambles in the risky-choice experiment, and a selection of facet values in the 
subliminal priming effects experiment) can be described by a vector of parameter values. Reducing the resulting 
space to two dimensions (2D) visualizes coverage by different experiments. This 2D embedding results from 
applying principal component analysis (PCA) to the parameters of these experimental conditions. 

5. Critiques and Concerns 

We have argued that adopting what we have called “integrative designs” in experimental social and 

behavioral science will lead to more-consistent, more-cumulative, and more-useful science. As should be 

clear from our discussion, however, our proposal is preliminary and therefore subject to several 
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questions and concerns. Here we outline some of the critiques we have encountered and offer our 

responses. 

5.1. Isn’t the critique of the one-at-a-time approach unfair? 
One possible response is that our critique of the one-at-a-time approach is unduly critical and does not 

recognize its proper role in the future of social and behavioral science. To be clear, we are neither 

arguing that scientists should discard the “one-at-a-time” paradigm entirely nor denigrating studies 

(including our own!) that have employed it. The approach has generated a substantial amount of 

valuable work and continues to be useful for understanding individual causal effects, shaping theoretical 

models, and guiding policy. For example, it can be a sufficient and effective means to provide evidence 

for the existence of a phenomenon (but not the conditions under which it exists), as in field experiments 

that show that job applicants with characteristically “Black” names are less likely to be interviewed than 

those with “White” names, revealing the presence of structural racism and informing public debates 

about discrimination (Bertrand & Mullainathan, 2004). Moreover, one-at-a-time experimentation can 

precede the integrative approach when exploring a new topic and identifying the variables that make up 

the design space.  

Rather, our point is that the one-at-a-time approach cannot do all the work that is being asked of it, in 

large part because theories in the social and behavioral sciences cannot do all the work that is being 

asked of them. Once we recognize the inherent imprecision and ambiguity of social and behavioral 

theories, the lack of commensurability across independently designed and executed experiments is 

revealed as inevitable. Similarly, the solution we describe here can be understood simply as baking 

commensurability into the design process, by explicitly recognizing potential dimensions of variability 

and mapping experiments such that they can be compared with one another. In this way, the integrative 

approach can complement one-at-a-time experiments by incorporating them within design spaces 

(analogous to how articles already contextualize their contribution in terms of the prior literature), 
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through which the research field might quickly recognize creative and path breaking contributions from 

one-at-a-time research.  

5.2. Can’t we solve the problem with meta-analysis? 
As discussed earlier, meta-analyses offer the attractive proposition that accumulation of knowledge can 

be achieved through a procedure that compares and combines results across experiments. But the 

integrative approach is different in at least three important ways. 

First, meta-analyses—as well as systematic reviews and integrative conceptual reviews—are by nature 

post hoc mechanisms for performing integration: The synthesis and integration steps occur after the data 

is collected and the results are published. Therefore, it can take years of waiting for studies to 

accumulate “naturally” before one can attempt to “put them together” via meta-analyses (if at all, as the 

vast majority of published effects are never meta-analyzed). More importantly, because 

commensurability is not a first-order consideration of one-at-a-time studies, attempts to synthesize 

collections of such studies after the fact are intrinsically challenging. The integrative approach is distinct 

in that it treats commensurability as a first-order consideration that is baked into the research design at 

the outset (i.e., ex ante). As we have argued, the main benefit of ex ante over ex post integration is that 

the explicit focus on commensurability greatly eases the difficulty of comparing different studies and 

hence integrating their findings (whether similar or different). In this respect, our approach can be 

viewed as a “planned meta-analysis” that is explicitly designed to sample conditions more broadly, 

minimize sampling bias, and efficiently reveal how effects vary across conditions. Although it may take 

more time and effort (and thus money) to run an integrative experiment than a single traditional 

experiment, when considering the accumulated effort of all the original research, this effort is much less 

than that of typical meta-analyses (see Section 5.6 for a discussion about costs).  
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Second, whereas a meta-analysis typically aims to estimate the size of an effect by aggregating (e.g., 

averaging) over design variations across experiments, our emphasis is on trying to map the variation in 

an effect across an entire design space. While some meta-analyses with sufficient data attempt to 

determine the heterogeneity of the effect of interest, these efforts are typically hindered by the absence 

of systematic data on the variations in design choices (as well as in methods).  

Third, publication bias induced by selective reporting of conditions and results—known as the file drawer 

problem (Carter et al., 2019; Rosenthal, 1979) can lead to biased effect-size estimates in meta-analyses. 

While there are methods for identifying and correcting such biases, one cannot be sure of their 

effectiveness in any particular case because of their sensitivity to untestable assumptions (Carter et al., 

2019; Cooper et al., 2019). Another advantage of the integrative approach is that it is largely immune to 

such problems because all sampled experiments are treated as informative, regardless of the novelty or 

surprise value of the individual findings, thereby greatly reducing the potential for bias. 

5.3. How do integrative experiments differ from other recent innovations in 

psychology? 
There have been several efforts to innovate on traditional experiments in the behavioral and social 

sciences. One key innovation is collaboration by multiple research labs to conduct systematic replications 

or to run larger-scale experiments than had previously been possible. For instance, the Many Labs 

initiative coordinated numerous research labs to conduct a series of replications of significant 

psychological results (Ebersole et al., 2016; Klein et al., 2014, 2018). This effort has itself been replicated 

in enterprises such as the ManyBabies Consortium (ManyBabies Consortium, 2020), ManyClasses (Fyfe 

et al., 2021), and ManyPrimates (Many Primates et al., 2019), which pursue the same goal with more-

specialized populations, and in the DARPA SCORE program, which did so over a representative sample of 

experimental research in the behavioral and social sciences (Witkop, n.d.).13 The Psychological Science 

 
13 For a more comprehensive list, see Uhlmann et al. (2019). 
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Accelerator brings together multiple labs with a different goal: to evaluate key findings in a broader 

range of participant populations and at a global scale (Moshontz et al., 2018). Then, there is the 

Crowdsourcing Hypothesis Tests collaboration, which assigned 15 research teams to each design a study 

targeting the same hypothesis, varying in methods (Landy et al., 2020). Moreover, there is a recent trend 

in behavioral science to run “megastudies,” in which researchers test a large number of treatments in a 

single study in order to increase the pace and comparability of experimental results (Milkman et al., 

2021, 2022; Voelkel et al., 2022). 

All of these efforts are laudable and represent substantial methodological advances that we view as 

complements to, not substitutes for, integrative designs. What is core to the integrative approach is the 

explicit construction of, sampling from, and building theories upon a design space of experiments. Each 

ongoing innovation can contribute to the design of integrative experiments in its own way. For example, 

large-scale collaborative networks such as Many Labs can run integrative experiments together by 

assigning points in the design space to participating labs. Or in the megastudy research design, the 

interventions selected by researchers can be explicitly mapped into design spaces and then analyzed in a 

way that aims to reveal contingencies and generate metatheories of the sort discussed in Section 3.3. 

5.4. What about unknown unknowns? 
There will always be systematic nontrivial variables that should be represented in the design space but 

are missing—these are the unknown unknowns. We believe our responses to this challenge are worth 

expanding upon. 

First, we acknowledge the challenge inherent in the first step of integrative experiment design: 

constructing the design space. This construction requires identifying the subset of variables to include 

from an infinite set of possible variables that could define the design space of experiments within a 

domain. To illustrate such a process, we discussed the example domain of group synergy (see Section 
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3.1). But, of course, we think that the field is wide open, with many options to explore; that the 

methodological details will depend on the domain of interest; and that best practices will emerge with 

experience. 

Second, although we do not yet know which of the many potentially relevant dimensions should be 

selected to represent the space, and there are no guarantees that all (or even most) of the selected 

dimensions will play a role in determining the outcome, the integrative approach can shed light on both 

issues. On the one hand, experiments that map to the same point in the design space but yield different 

results indicate that some important dimension is missing from the representation of the space. On the 

other hand, experiments that systematically vary in the design space but yield similar results could 

indicate that the dimensions where they differ are irrelevant to the effect of interest and should be 

collapsed. 

5.5. This sounds great in principle but it is impossible to do in practice  
Even with an efficient sampling scheme, integrative designs are likely to require a much larger number of 

experiments than is typical in the one-at-a-time paradigm; therefore, practical implementation is a real 

concern. However, given recent innovations in virtual lab environments, participant sourcing, mass 

collaboration mechanisms, and machine learning methods, the approach is now feasible to some.  

Virtual lab environments. Software packages such as jsPsych (de Leeuw, 2015) nodeGame (Balietti, 

2017), Dallinger (https://dallinger.readthedocs.io/), Pushkin (Hartshorne et al., 2019), Hemlock (Bowen, 

n.d.), and Empirica (Almaatouq, Becker, et al., 2021) support development of integrative experiments 

that can systematically cover an experimental design’s parameter space with automatically executed 

conditions. Even with these promising tools, for which development is ongoing, we still believe that one 

of the most promising, cost-effective ways to accelerate and improve progress in social science is to 

increase investment in automation (Yarkoni et al., 2019). 
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Recruiting participants. Another logistical challenge to integrative designs is that adequately sampling 

the space of experiments will typically require a large participant pool from which the experimenter can 

draw, often repeatedly. As it stands, the most common means of recruiting participants online involves 

crowdsourcing platforms (Horton et al., 2011; Mason & Suri, 2012). The large-scale risky-choice dataset 

described above, for example, used this approach to collect its 10,000 pairs of gambles (Bourgin et al., 

2019). However, popular crowdsourcing platforms such as Amazon Mechanical Turk (Litman et al., 2017) 

were designed for basic labeling tasks, which can be performed by a single person and require low levels 

of effort. And the crowdworkers performing the tasks may have widely varying levels of commitment 

and produce work of varying quality (Goodman et al., 2013). Researchers are prevented by Amazon’s 

terms of use from knowing whether crowdworkers have participated in similar experiments in the past, 

possibly as professional study participants (Chandler et al., 2014). To accommodate behavioral research’s 

special requirements, Prolific and other services (Palan & Schitter, 2018) have made changes to the 

crowdsourcing model, such as by giving researchers greater control over how participants are sampled 

and over the quality of their work. 

Larger, more diverse volunteer populations are also possible to recruit, as the Moral Machine 

experiment exemplifies. In the first 18 months after deployment, that team gathered more than 40 

million moral judgments from over 4 million unique participants in 233 countries and territories (Awad et 

al., 2020). Recruiting such large sample sizes from volunteers is appealing; however, success with such 

recruitment requires participant-reward strategies like gamification or personalized feedback 

(Hartshorne et al., 2019; Li et al., 2022). Thus, it has been hard to generalize the model to other 

important research questions and experiments, particularly when taking part in the experiment does not 

appear to be fun or interesting. Moreover, such large-scale data collection using viral platforms such as 

the Moral Machine may require some flexibility from Institutional Review Boards (IRBs), as they 

resemble software products that are open to consumers more than they do closed experiments that 
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recruit from well-organized, intentional participant pools. In the Moral Machine experiment, for 

example, the MIT IRB approved pushing the consent to an “opt-out” option at the end, rather than 

obtaining consent prior to participation in the experiment, as the latter would have significantly 

increased participant attrition (Awad et al., 2018). 

Mass collaboration. Obtaining a sufficiently large sample may require leveraging emerging forms of 

organizing research in the behavioral and social sciences, such as distributed collaborative networks of 

laboratories (Moshontz et al., 2018). As we discussed earlier, in principle, large-scale collaborative 

networks can cooperatively run integrative experiments by assigning points in the design space to 

participating labs. 

Machine learning. The physical and life sciences have benefited greatly from machine learning. 

Astrophysicists use image-classification systems to interpret the massive amounts of data recorded by 

their telescopes (Shallue & Vanderburg, 2018). Life scientists use statistical methods to reconstruct 

phylogeny from DNA sequences and use neural networks to predict the folded structure of proteins 

(Jumper et al., 2021). Experiments in the social and behavioral sciences, in contrast, have had relatively 

few new methodological breakthroughs related to these technologies. While social and behavioral 

scientists in general have embraced “big data” and machine learning, their focus to date has largely been 

on non-experimental data.14 In contrast, the current scale of experiments in the experimental social and 

behavioral sciences do not typically produce data at the volumes necessary for machine learning models 

to yield substantial benefits over traditional methods.  

Integrative experiments offer several new opportunities for machine learning methods to be used to 

facilitate social and behavioral science. First, by producing larger datasets—either within a single 

 
14 For example, the CHILDES dataset of child-directed speech (MacWhinney, 2014) has had a significant impact on studies of 

language development, and census data, macroeconomic data, and other large data sets (e.g., from social media and e-
commerce platforms) are increasingly prevalent in political science, sociology, and economics. 
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experiment or across multiple integrated experiments in the same design space—the approach makes it 

possible to use a wider range of machine learning methods, particularly ones less constrained by existing 

theories. This advantage is illustrated by the work of Peterson et al. (2021), whose neural network 

models were trained on human choice data to explore the implications of different theoretical 

assumptions for predicting decisions. Second, these methods can play a valuable role in helping scientists 

make sense of the many factors that potentially influence behavior in these larger data sets, as in 

Agrawal et al.’s (2020) analysis of the Moral Machine data. Finally, machine learning techniques are a key 

part of designing experiments that efficiently explore large design spaces, as they are used to define 

surrogate models that are the basis for active sampling methods. 

5.6. Even if such experiments are possible, costs will be prohibitive 
It is true that integrative experiments are more expensive to run than individual one-at-a-time 

experiments, which may partly explain why the former have not yet become more popular. However, 

this comparison is misleading because it ignores the cost of human capital in generating scientific insight. 

Assume that a typical experimental paper in the social and behavioral sciences reflects on the order of 

$100,000 of labor costs in the form of graduate students or postdocs designing and running the 

experiment, analyzing the data, and writing up the results. Under the one-at-a-time approach, such a 

paper typically contains just one or at most a handful of experiments. The next paper builds upon the 

previous results and the process repeats. With hundreds of articles published over a few decades, the 

cumulative cost of a research program that explores roughly 100 points in the implicit design space easily 

reaches tens of millions of dollars. 

Of those tens of millions of dollars, a tiny fraction—on the order of $1,000 per paper, or $100,000 per 

research program (< 1%)—is spent on data collection. If instead researchers conducted a single 

integrative experiment that covered the entire design space, they could collect all the data produced by 

the entire research program and then some. Even if this effort explored the design space significantly 
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less efficiently than the traditional research program, requiring 10 times more data, data collection 

would cost about $1,000,000 (<10%). This is a big financial commitment, but the labor costs for 

interpreting these data do not scale with the amount of data. So, even if researchers needed to commit 

10 times as much labor as for a typical research paper, they would have discovered everything an entire 

multi-decade research program would uncover in a single study costing only $2,000,000.  

The cost-benefit ratio of integrative experiments is hence at least an order of magnitude better than that 

of one-at-a-time experiments.15 Pinching pennies on data collection results in losing dollars (and time 

and effort) in labor. If anything, when considered in aggregate, the efficiency gains of the integrative 

approach will be substantially greater than this back of the envelope calculation suggests. As an 

institution, the social and behavioral sciences have spent tens of billions of dollars during the past half-

century.16 With integrative designs, a larger up-front investment can save decades of unfruitful 

investigation and instead realize grounded, systematic results. 

5.7. Does this mean that small labs can’t participate? 
Although the high up-front costs of designing and running an integrative meta-experiment may seem to 

exclude small labs as well as PIs from low-resource institutions, we anticipate that the integrative 

approach will actually broaden the range of people involved in behavioral research. The key insight here 

is that the methods and infrastructure needed to run meta-experiments are inherently shareable. Thus, 

while the development costs are indeed high, once the infrastructure has been built, the marginal costs 

 
15 This shift has already occurred in some areas. For example, the cognitive neuroscience field has been transformed in the past 

few decades by the availability of increasingly effective methods for brain imaging. Researchers now take for granted that data 
collection costs tens or hundreds of thousands of dollars and that the newly required equipment and other infrastructure for 
this kind of research costs millions of dollars—that is, they now budget more for data collection than for hiring staff. Unlocking 
the full potential of our envisioned integrative approach will require similarly new, imaginative ways of allocating resources and 
a willingness to spend money on generating more-definitive, reusable datasets (Griffiths, 2015). 
16 The budget associated with the NSF Directorate for Social, Behavioral, and Economic Sciences alone is roughly 5 billion dollars 

over the past two decades and, by its 2022 estimate, accounts for “approximately 65 percent of the federal funding for basic 
research at academic institutions in the social, behavioral, and economic sciences” (National Science Foundation, 2022). 
Extending the time range to 50 years and accounting for sources of funding beyond the U.S. federal government, including all 
other governments, private foundations, corporations, and direct funding from universities, brings our estimate to the tens of 
billions of dollars. 
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of using it are low—potentially even lower than running a single, one-at-a-time experiment. As long as 

funding for the necessary technical infrastructure is tied to a requirement for sustaining collaborative 

research (as discussed in previous sections), it will create opportunities for a wider range of scientists to 

be involved in integrative projects and for researchers at smaller or undergraduate-focused institutions 

to participate in ambitious research efforts.  

Moreover, research efforts in other fields illustrate how labs of different sizes can make different kinds 

of contributions. In biology and physics, some groups of scientists form consortia that work together to 

define a large-scale research agenda and seek the necessary funding (as described earlier, several 

thriving experimental consortia in the behavioral sciences illustrate this possibility). Other groups 

develop theory by digging deeper into the data produced by these large-scale efforts to make discoveries 

they may not have imagined when the data were first collected; some scientists focus on answering 

questions that do not require large-scale studies, such as the properties of specific organisms or 

materials that can be easily studied in a small lab; still other researchers conduct exploratory work to 

identify the variables or theoretical principles that may be considered in future large-scale studies. We 

envision a similar ecosystem for the future of the behavioral sciences. 

5.8. Shouldn’t the replication crisis be resolved first? 
The replication crisis in the behavioral sciences has led to much reflection about research methods and 

substantial efforts to conduct more-applicable research (Freese & Peterson, 2017). We view our proposal 

as being consistent with these goals, but with a different emphasis than replication. To some extent, this 

difference is complementary to replication and can be pursued in parallel with it, but may suggest a 

different allocation of resources than a “replication first” approach. 

Discussing the complementary role first, integrative experiments naturally support replicable science. 

Because choices about nuisance variables are rarely documented systematically in the one-at-a-time 
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paradigm, it is not generally possible to establish how similar or different two experiments are. This 

observation may account for some recently documented replication failures (Camerer et al., 2018; 

Levinthal & Rosenkopf, 2021). While the replication debate has focused on shoddy research practices 

(e.g., p-hacking) and bad incentives (e.g., journals rewarding “positive, novel, and exciting” results), 

another possible cause of non-replication is that the replicating experiment is in fact sufficiently 

dissimilar to the original (usually as a result of different choices of nuisance parameters) that one should 

not expect the result to replicate (Muthukrishna & Henrich, 2019; Yarkoni, 2020). In other words, 

without operating within a space that makes experiments commensurate, failures to replicate previous 

findings are never conclusive, because doubt remains as to whether one of the many possible moderator 

variables explains the lack of replication (Cesario, 2014). Regardless of whether an experimental finding’s 

fragility to (supposedly) theoretically irrelevant parameters should be considered a legitimate defense of 

the finding, the difficulty of resolving such arguments further illustrates the need for a more explicit 

articulation of theoretical scope conditions.  

The integrative approach, accepting that treatment effects vary across conditions, would also 

recommend that directing massive resources to replicating existing effects may not be the best way to 

help our fields advance. Given that those historical effects were discovered under the one-at-a-time 

approach, they evaluate only specific points in the design space. Consistent with the argument above, 

rather than trying to perfectly reproduce those points in the design space (via “direct” replications), a 

better use of resources would be to sample the design space more extensively and use continuous 

measures to compare different studies (Gelman, 2018). In this way, researchers can not only discover 

whether historical effects replicate, but also draw stronger conclusions about whether (and to what 

extent) they generalize. 
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5.9 This proposal is incompatible with incentives in the social and 

behavioral sciences 
Science does not occur in a vacuum. Scientists are constantly evaluated by their peers as they submit 

papers for publication, seek funding, apply for jobs, and pursue promotions. For the integrative approach 

to become widespread, it must be compatible with the incentives of individual behavioral scientists, 

including early career researchers. Given the current priority that hiring, tenure & promotion, and 

awards committees in the social and behavioral sciences place on identifiable individual contributions 

(e.g., lead authorship of scholarly works, perceived “ownership” of distinct programs of research, 

leadership positions, etc.), a key pragmatic concern is that the large-scale collaborative nature of 

integrative research designs might make them less rewarding than the one-at-a-time paradigm for 

anyone other than the project leaders. 

Although a shift to large-scale, collaborative science does indeed present an adoption challenge, it is 

encouraging to note that even more dramatic shifts have taken place in other fields. In physics, for 

example, some of the most important results in recent decades—the discovery of the Higgs Boson (Aad 

et al., 2012), gravitational waves (Abbott et al., 2016), etc.—have been obtained via collaborations of 

thousands of researchers.17 To ensure that junior team members are rewarded for their contributions, 

many collaborations maintain “speaker lists” that prominently feature early career researchers, offering 

them a chance to appear as the face of the collaboration. When these researchers apply for jobs or are 

considered for promotion, the leader of the collaboration writes a letter of recommendation that 

describes the scientists’ role in the collaboration and why their work is significant. A description of such 

roles can also be included directly in manuscripts through the Contributor Roles Taxonomy (L. Allen et 

al., 2014), a high-level taxonomy with 14 roles that describe typical contributions to scholarly output; the 

taxonomy has been adopted as an ANSI/NISO standard and is beginning to see uptake (National 

 
17 We thank Saul Perlmutter for sharing his perspective on how issues of incentives are addressed in physics, drawing on his 

experience in particle physics and cosmology. 
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Information Standards Organization, (2022). Researchers who participate substantially in creating the 

infrastructure used by a collaborative effort can receive “builder” status, appearing as coauthors on 

subsequent publications that use that infrastructure. Many collaborations also have mentoring plans 

designed to support early career researchers. Together, these mechanisms are intended to make 

participation in large collaborations attractive to a wide range of researchers at various career stages. 

While acknowledging that physics differs in many ways from the social and behavioral sciences, we 

nonetheless believe that the model of large collaborative research efforts can take root in the latter. 

Indeed, we have already noted the existence of several large collaborations in the behavioral sciences 

that appear to have been successful in attracting participation from small labs and early career 

researchers. 

6. Conclusion 

The widespread approach of designing experiments one at a time—under different conditions with 

different participant pools, and with non-standardized methods and reporting—is problematic because it 

is at best an inefficient way to accumulate knowledge, and at worst it fails to produce consistent, 

cumulative knowledge. The problem clearly will not be solved by increasing sample sizes, focusing on 

effect sizes rather than statistical significance, or replicating findings with pre-registered designs. We 

instead need a fundamental shift in how to think about theory construction and testing. 

We describe one possible approach, one that promotes commensurability and continuous integration of 

knowledge by design. In this “integrative” approach, experiments would not just evaluate a few 

hypotheses but would explore and integrate over a wide range of conditions that deserve explanation by 

all pertinent theories. Although this kind of experiment may strike many as atheoretical, we believe the 

one-at-a-time approach owes its dominance not to any particular virtues of theory construction and 
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evaluation but rather to the historical emergence of experimental methods under a particular set of 

physical and logistical constraints. Over time, generations of researchers have internalized these features 

to such an extent that they are thought to be inseparable from sound scientific practice. Therefore, the 

key to realizing our proposed type of reform—and to making it productive and useful—is not only 

technical, but also cultural and institutional.  
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