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In the 18th century, Thomas Bayes had a radical idea: 
using probabilities to represent the degrees to which 
we believe hypotheses are true (Bayes, 1763/1958). He 
did so in the context of a gambling game: Having seen 
some number of wins and losses, how likely are you 
to win? The idea of using probability theory to update 
our degrees of belief on the basis of data underlies 
what we now call Bayes’ rule (see Fig. 1). Bayes would 
presumably have assigned low probability to his work 
becoming the foundation, more than 2 centuries later, 
for Bayesian models of cognition, which explain human 
behavior in terms of rational belief updating (e.g., 
Griffiths et al., 2010).

Bayesian models of cognition explain inductive infer-
ence—the process of going from limited data to an 
uncertain conclusion, such as inferring the meaning of 
a new word on the basis of hearing that word in con-
versation. In Bayesian models, such inferences are 
framed as the result of combining data (e.g., the context 
in which you heard the new word) with our existing 
expectations about the world (e.g., expectations about 
what sorts of meanings a word could have). Those 
expectations are expressed in a “prior distribution” over 
hypotheses, with more plausible hypotheses having 
higher prior probability. This captures the “inductive 
biases” of a learner—those factors other than the data 
that influence the hypothesis the learner selects 
(Mitchell, 1997). Prior distributions can be defined over 

complex and expressive hypotheses, including gram-
mars, causal structures, logical formulas, and programs, 
providing a way to characterize inductive biases using 
structured symbolic models while still supporting the 
ability to learn (e.g., Goodman et al., 2011; Griffiths & 
Tenenbaum, 2009; Rule et  al., 2020). For example, a 
model of language learning could postulate that learn-
ers consider a set of possible grammars, with different 
prior probabilities assigned to each of those grammars 
(Yang & Piantadosi, 2022).

Part of the appeal of the Bayesian approach is 
explaining behavior via the rational solution to an 
abstract problem. If we accept that degrees of belief 
should be expressed as probabilities, then Bayes’ rule 
solves the problem of inductive inference. This creates 
the opportunity to discover connections to other disci-
plines: Statisticians and computer scientists also want 
to create systems that make inferences from limited 
data. Bayesian models of cognition benefited from 
these connections because discoveries from statistical 
machine learning informed accounts of human cogni-
tion (e.g., Sanborn et  al., 2010). However, the last 
decade has seen a significant change in the landscape 
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of machine learning. Major breakthroughs have been 
the result not of more sophisticated Bayesian methods 
but of increasingly large artificial neural networks that 
are trained on increasingly large amounts of data 
(LeCun et al., 2015). Does the success of this approach 
in creating intelligent machines undermine the impor-
tance of Bayes’ rule as a tool for understanding human 
cognition?1

In this article, we consider the prospects for Bayes 
in the age of intelligent machines. We first argue that 
the success of large artificial neural networks—“deep 
learning” (LeCun et al., 2015)—does not pose a chal-
lenge for Bayesian models of cognition and is actually 
complementary. We then argue that Bayesian models 
have an important new application: understanding the 
behavior of those intelligent machines. Deep learning 
has been successful in creating systems that can solve 
challenging problems, but the resulting systems are 
opaque and difficult to analyze. We suggest that the 
methods psychologists have developed for understand-
ing an equally opaque and difficult-to-analyze system—
human beings—can be adapted to make sense of large 
artificial neural networks and that Bayesian models in 
particular have insights to offer. The key to both of 
these arguments is the idea of levels of analysis, which 
we explore in more detail in the next section.

Levels of Analysis

David Marr famously argued that information process-
ing systems can be understood at multiple levels of 
analysis (Marr, 1982). To borrow an analogy suggested 
by Marr, a biologist interested in understanding bird 
flight could pursue that goal in different ways. They 
could focus on the physical mechanisms underlying 
flight, asking how muscles, bones, and feathers trans-
late into lift; on the procedures that birds use to change 
their wing position to take off, glide, and land; or on 
the abstract principles of aerodynamics that determine 
why bird wings have a particular shape. When we study 
information processing systems—including humans and 

machines—we have the same kind of choice about the 
level at which we analyze those systems.

Marr laid out three different levels at which we can 
analyze an information processing system (see Fig. 2). 
The most abstract is the computational level, at which 
we consider the problem that the system is solving and 
what an ideal solution to that problem looks like.2 If 
the underlying problem involves learning or inductive 
inference, then an ideal solution to that problem comes 
from Bayes’ rule—Bayesian models of cognition are 
defined at this level of analysis. Next is the algorithmic 
level, at which we consider what algorithm might (per-
haps approximately) solve this problem and what rep-
resentations it operates over. Finally, there is the 
implementation level, at which we ask how that repre-
sentation and algorithm can be realized physically.3

Marr also came out strongly in favor of pursuing 
questions at one level of analysis in particular—the 
computational level. He wrote that

trying to understand perception by studying only 
neurons is like trying to understand bird flight by 
studying only feathers: It just cannot be done. In 
order to understand bird flight, we have to under-
stand aerodynamics; only then do the structure of 
feathers and the different shapes of birds’ wings 
make sense. (Marr, 1982, p. 27)

Marr’s argument inspired a generation of researchers 
pursuing computational-level analyses of cognition 
(Anderson, 1990; Oaksford & Chater, 1994; Shepard, 
1987; Tenenbaum & Griffiths, 2001). However, under-
standing human cognition is ultimately going to require 
answers at all three levels of analysis.

Marr’s levels of analysis reveal that there are different 
kinds of questions that we can ask about information 
processing systems, each with a corresponding kind of 
answer, and that those answers are not necessarily in 
conflict with one another. For example, cognitive sci-
entists studying human memory could offer theories at 
each level—one an optimal solution to a computational 

P (hypothesisdata) =
P (datahypothesis) P (hypothesis)

P (data)

Prior Beliefs and
Inductive Biases

Fit With DataBeliefs After Seeing Data

Fig. 1.  Bayes’ rule. The formula indicates how a rational agent should update 
their beliefs, providing a mathematical specification for optimal inductive infer-
ence. It establishes a relationship between the prior belief in a hypothesis,  
P(hypothesis), and the updated posterior belief, P(hypothesis|data), after incorporating 
evidence from data. The term P(data|hypothesis) represents the probability of observing 
the given data if the hypothesis is true, whereas P(data) acts as a normalizing constant 
that guarantees the resulting probabilities sum to 1.
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problem, one a cognitive process, and one a neural 
circuit—and those theories could all be correct. The 
key is that the theories need to be compatible: The 
processes at the algorithmic level must result in a rea-
sonable approximation to the solution at the computa-
tional level, and neurons at the implementation level 
must, in turn, execute something like that algorithm.

Bayes and Deep Learning Are 
Complementary Approaches

Having introduced the idea of levels of analysis, we can 
now make our first argument: The success of deep 
learning is not a challenge to Bayesian models of cogni-
tion because these two approaches address different 
levels of analysis and are compatible. The first of these 
claims is relatively straightforward: As noted above, 
Bayesian models of cognition are explicitly defined at 
the computational level. By contrast, accounts of human 
cognition based on artificial neural networks typically 
situate themselves at the algorithm or implementation 
levels, focusing on cognitive or neural processes rather 
than abstract problems and their ideal solution (e.g., 
McClelland et al., 2010). The key issue is thus whether 
these approaches are compatible.

There are both theoretical arguments and empirical 
results supporting the view that they are compatible. 
As noted above, Bayes’ rule is an optimal solution to 
problems of inductive inference assuming that the 
world is well described by a particular prior distribution 
over hypotheses. Artificial neural networks are trained 
to minimize a loss function (also known as an error 
function or an objective function) that measures how 
well it is performing a particular task. Those loss func-
tions have natural probabilistic interpretations that can 

be used to relate them to Bayesian inference.4 
Artificial neural networks thus have a direct interpre-
tation as a kind of probabilistic model and should be 
seeking a hypothesis (i.e., a set of connection 
weights) that assigns high probability to the observed 
data. We thus need to show that these models capture 
the impact of the prior distribution on selecting that 
hypothesis in a way that is consistent with Bayesian 
inference.

Classic theoretical results show that the algorithms 
used to train artificial neural networks—decreasing the 
weights after each step of training (MacKay, 1995) or 
deliberately taking only a few passes through the data 
(Bishop, 1995)—are consistent with imposing a Gaussian 
prior on the weights of the network. Other analyses 
show how specific neural network architectures can be 
used to implement Bayesian inference for arbitrary prior 
distributions (Shi & Griffiths, 2009). More recently, 
researchers have developed methods for performing 
Bayesian inference using neural networks by explicitly 
training networks to approximate the output of Bayes’ 
rule for a specific prior distribution (Dasgupta & 
Gershman, 2021). Finally, empirical analyses of deep 
learning models show that they seem to internalize 
information that can be used to perfectly reconstruct 
relevant Bayesian posterior distributions (Mikulik et al., 
2020). Even if the strategies that deep learning systems 
are using are not consistent with Bayesian inference 
with any particular prior, a Bayesian ideal is at least a 
starting point in making sense of these systems (e.g., 
Raventós et al., 2023). Systematic deviations from that 
Bayesian ideal would suggest the behavior could be 
explained as approximate Bayesian inference under 
resource constraints, an idea that has also been used in 
understanding human cognition (Griffiths et al., 2015).

Computational Level 

The Goal or the Problem the System Aims to Solve

Algorithmic Level 
The Procedures and Processes the System Uses

to Solve the Computational-level Problem

Implementation Level 

The Physical Realization of the Algorithmic-level
Processes  

Constrains

Constrains

Bayesian Models

Artificial Neural Networks

Fig. 2.  Marr’s levels of analysis. Marr (1982) provided a framework for understanding 
information processing systems such as the human brain or AI systems. Different kinds of 
computational models engage with these different levels—Bayesian models are typically 
defined at the computational level, whereas artificial neural networks explore hypotheses 
at the algorithmic and implementation levels.
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But what about the grammars, causal structures, logi-
cal formulas, and programs that play a prominent role 
in Bayesian models of cognition? There is nothing like 
those built into artificial neural networks, which repre-
sent the world with continuous weights and activations. 
This is problematic if the structured representations used 
in defining Bayesian models are interpreted as a claim 
about the algorithmic and implementation levels, which 
are the levels that artificial neural networks are designed 
to model. However, it is not problematic if we view those 
representations as being primarily useful in providing a 
way to specify human-like inductive biases. In this case, 
the question becomes whether artificial neural networks 
can manifest inductive biases consistent with those spec-
ified using such structured representations.

Grant et al. (2018) suggested that this is the case: They 
showed that meta-learning—a procedure in which the 
initial weights of a neural network are adapted to make 
it easier for that network to perform a variety of tasks—
can be interpreted as learning an appropriate Bayesian 
prior distribution for those tasks. We have built on that 
suggestion to develop a method for “distilling” an explicit 
prior distribution from a Bayesian model into a neural 
network (McCoy & Griffiths, 2023; see Fig. 3). This method 
generates a set of tasks by sampling from that prior dis-
tribution and then uses metalearning to create a neural 
network that is easily adapted to perform those tasks.

McCoy and Griffiths (2023) showed that this approach 
can distill an abstract prior distribution over formal 
languages—itself defined by a grammar—into a set of 
initial weights for a recurrent neural network. The 
resulting neural network can learn new formal lan-
guages from the same amount of data as a Bayesian 
model that uses a prior distribution defined over sym-
bolic grammars (Yang & Piantadosi, 2022). An analysis 
of the behavior of this network shows that the learned 
initial weights induce a bias toward recursive struc-
tures—exactly what is required for modeling both for-
mal and natural languages. We anticipate that a similar 

approach will be effective for other structured prior 
distributions, providing the last piece of evidence that 
deep learning and Bayesian models are complementary 
approaches to understanding the mind.

Although we have focused on connecting computa-
tional-level models to neural networks, similar oppor-
tunities hold for algorithmic-level models derived from 
the Bayesian approach. One popular strategy for creat-
ing algorithmic-level models of inductive inference has 
been to draw on the idea that people might approxi-
mate the relevant probability distributions by sampling 
(Griffiths et al., 2012; Sanborn et al., 2010). These sam-
pling algorithms can in turn be implemented by neural 
networks (e.g., Shi & Griffiths, 2009), providing further 
avenues for developing complementary models.

From Modeling People to Modeling 
Machines

The claim that Bayesian models of cognition and deep 
learning are complementary has a broader implication: 
that we can expand the scope of Bayesian modeling 
from humans to machines. Deep learning has created 
systems that can solve challenging problems, but it has 
a number of limitations. Deep neural networks are 
opaque and hard to interpret, particularly when their 
internal workings are withheld by the companies that 
create them. This leaves computer scientists in the unfa-
miliar territory of trying to make sense of complex 
information processing systems via their behavior. This, 
of course, is a problem that psychologists are intimately 
familiar with and a place where Bayesian models of 
cognition might be uniquely helpful.5

We can apply Marr’s levels of analysis to AI systems. 
This idea is novel in the context of machine learning, 
in which a practitioner might just think about choosing 
a method—Bayes or deep learning—to use to solve an 
engineering problem. But the compatibility of these 
approaches means that even if the practitioner chooses 

Probabilistic Model

Sampling Meta-learning

Training Data Neural Network

Fig. 3.  Distilling a Bayesian model’s prior into a neural network. We first define a prior using a probabilistic 
model (left). We then sample many tasks from that prior (middle). Here, each “task” is a formal rule defining 
a set of strings; for example, repeat(c) defines the set containing c, cc, ccc, and so on. Finally, metalearning is 
used to create a neural network that is trained to perform those tasks (right), giving it a prior that approximates 
the one we started with. Metalearning is a process in which a learner encounters many different tasks and lever-
ages the commonalities across those tasks to gain inductive biases that enable it to learn new tasks more easily.
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to build a deep learning system, we can still ask what 
an ideal solution to that problem looks like and use 
that solution to understand the system they have built. 
Bayesian models are particularly valuable in this setting 
because they specify such an ideal solution, which we 
can use for understanding the behavior of information 
processing systems even if the underlying representa-
tions and algorithms differ from Bayesian inference.

As a simple illustration, Li et al. (2023) showed it is 
possible to model simple artificial neural networks using 
Gaussian processes, a Bayesian generalization of linear 
regression that has also been used to capture aspects 
of human function learning (Lucas et  al., 2015). The 
inductive biases of these networks are thus described 
by specific prior distributions over functions, clarifying 
their underlying assumptions and allowing easy com-
parison to the inductive biases of human learners.

The Bayesian approach can also provide insight into 
the behavior of large, complex artificial neural networks. 
McCoy et al. (2023) used this perspective to analyze the 
performance of GPT-4, a popular large language model. 
A Bayesian analysis suggests that how well this model 
performs will be influenced by the probability with 

which the required answer appears in the text used to 
train the model, and this prediction is borne out in some 
surprising ways that the model behaves even when solv-
ing deterministic problems (see Fig. 4).

Finally, preliminary results suggest that a more 
explicit version of Bayesian models of cognition can be 
applied to AI systems. For example, Griffiths and 
Tenenbaum (2006) used a “predicting the future” task 
to explore human prior distributions for various every-
day events. The same task can be given to a large 
language model, and a Bayesian model can be used to 
infer the prior distribution that implicitly informs the 
responses. Applying this approach shows that the 
model has accurately internalized a variety of everyday 
distributions in a way that is similar to humans (see Fig. 5 
and the Supplemental Material available online).

Using Bayesian models of cognition to understand 
the behavior of AI systems provides a new set of tools 
that augment the toolbox of researchers focused on 
interpretable machine learning. This community has 
already developed methods based on using interpre-
table machine learning algorithms to explain the behav-
ior of “black-box” models such as neural networks (e.g., 
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Fig. 4.  Artificial intelligence systems based on large language models from a Bayesian perspective. As predicted by a Bayesian analysis, 
GPT-4 performs better when the correct output is high-probability than when it is low-probability, even when it is applied to deterministic 
tasks (top row of plots: reversing a list, swapping certain words in a sequence, counting letters, forming acronyms, decoding a simple cipher, 
and converting English into pig Latin). For instance, when counting letters (bottom left), GPT-4 is more likely to answer correctly when the 
answer is 30 than when it is 29; in natural text, the number 30 occurs over four times as often as 29. Another sign of GPT-4’s probability 
sensitivity is a tendency to erroneously produce high-probability sequences such as well-known quotations (“I think therefore I am” and “To 
be or not to be”; bottom right).
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Ribeiro et  al., 2016) and has begun to explore how 
Bayesian models can augment these approaches by 
providing insight into levels of uncertainty (e.g., Wang 
et al., 2023). The approach we have outlined here adds 
to this the idea that we might be able to quantify the 
inductive biases of AI systems by explicitly modeling 
them as making Bayesian inferences, and that by doing 
so we are able to make direct comparisons between 
the inductive biases of machines and those of humans.

Conclusion

The success of artificial neural networks in machine 
learning would seem to pose a challenge to Bayesian 
models of cognition. Instead, we argue, it presents an 
opportunity. First, it provides a way to begin to explain 
human behavior at multiple levels of analysis, with 
Bayesian models at the computational level and neural 
networks at the algorithmic and implementation levels. 
Second, the artificial neural networks used in machine 
learning are opaque, complex, and difficult to interpret—
just like humans. Bayesian models thus provide a new 
tool for exploring the inductive biases of machines. To 
echo Marr, it seems unlikely that we will understand 
cognition by studying only artificial neurons.
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(2015) and a critique from the connectionist perspective.
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lenges of evaluating the capacities of AI systems.
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Notes

1. It is worth noting that there are still settings in which 
Bayesian methods are favored in machine learning, particularly 
settings in which there are limited data, interpretability matters, 
and quantifying uncertainty is important, such as in science or 
medicine (e.g., Alaa & Van Der Schaar, 2017; Padilla et al., 2021; 
Wang et al., 2023). Bayesian methods also underlie some of the 
most successful approaches to image generation (e.g., Kingma 
& Welling, 2013; Song et al., 2021).
2. Biological systems, as opposed to technological ones, are 
unlikely to be characterized as a whole in terms of solving a single 
problem we can easily identify. For this reason, computational-
level models typically focus on isolated aspects of cognition for 
which it is comparatively straightforward to postulate a spe-
cific problem and identify its solution (for more details, see 
Anderson, 1990).
3. Cognitive scientists have considered a variety of other ways 
of formulating these levels of analysis, including adding levels 
to capture finer grained distinctions (for a review, see Anderson, 
1990, Chapter 1). We use the levels introduced by Marr to make 
our point here, but we imagine that similarly fine-grained dis-
tinctions will become apparent as we deepen our understand-
ing of intelligent machines.
4. For example, minimizing the cross-entropy loss corresponds 
to maximizing the probability of discrete data, and minimizing 
the squared-error loss corresponds to maximizing the probabil-
ity of continuous data under a Gaussian distribution (for further 
details, see MacKay, 1995).
5. Although our focus here is on the role of Bayesian models of 
cognition in this new setting, it is worth noting that the meth-
ods of cognitive modeling in general are potentially useful in 
understanding modern AI systems. In particular, connectionist 
modelers working with smaller scale neural networks devel-
oped an effective toolbox for analyzing the information con-
tained in the weights of those networks (e.g., Rodriguez et al., 
1999; Rogers & McClelland, 2004), and some of those tools 
might be productively transferred to the analysis of large-scale 
neural networks.
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