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Abstract

Many of the problems studied in cognitive science are inductive problems, requiring people to
evaluate hypotheses in the light of data. The key to solving these problems successfully is having the
right inductive biases—assumptions about the world that make it possible to choose between hypotheses
that are equally consistent with the observed data. This article explores a novel experimental method for
identifying the biases that guide human inductive inferences. The idea behind this method is simple: This
article uses the responses produced by a participant on one trial to generate the stimuli that either they or
another participant will see on the next. A formal analysis of this “iterated learning” procedure, based on
the assumption that the learners are Bayesian agents, predicts that it should reveal the inductive biases
of these learners, as expressed in a prior probability distribution over hypotheses. This article presents
a series of experiments using stimuli based on a well-studied set of category structures, demonstrating
that iterated learning can be used to reveal the inductive biases of human learners.
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1. Introduction

Many of the problems that are explored in cognitive science including learning languages,
categories, and causal relations are problems of induction, requiring people to evaluate un-
derdetermined hypotheses in the light of limited data. Arguments from both philosophy (e.g.,
Goodman, 1955) and formal learning theory (e.g., Kearns & Vazirani, 1994; Vapnik, 1995)
stress the importance of inductive biases—constraints on the hypotheses under consideration—
in solving these problems. Inductive biases make it possible for a learner to choose between
hypotheses that are equally consistent with the observed data. As a consequence, having the
right inductive biases is the key to successfully solving inductive problems, as it is the only way
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that learners can become more likely to select hypotheses that are true. Understanding how
human learners solve these inductive problems is thus a matter of identifying their inductive
biases.

Given the prevalence of inductive problems in cognitive science, it is not surprising that
many of the theoretical debates about human learning can be expressed as debates about
inductive biases. This is particularly apparent in the literature on language acquisition, where
the opposing claims that constraints on the languages people can learn are strong, innate,
and specific to language (e.g., Chomsky, 1965) or weak, and the result of general-purpose
learning mechanisms (e.g., Elman et al., 1996) can both be interpreted as statements about
human inductive biases. Likewise, the question of whether human category learning is better
described by prototype models (Reed, 1972), exemplar models (Medin & Schaffer, 1978;
Nosofsky, 1986), or something in between (Love, Medin, & Gureckis, 2004; Vanpaemel,
Storms, & Ons, 2005) can be expressed as a question about constraints on the kind of category
structures that people are willing to infer from data. Claims about preferences for simpler
causal structures (Chater & Vitanyi, 2003; Lombrozo, 2007) can also be viewed as a form
of inductive bias relevant to causal learning. We can begin to shed light on these issues by
developing methods for identifying human inductive biases.

Computational models have been a valuable tool for investigating human inductive biases,
with traditional applications of these models taking two approaches. The first approach is to
demonstrate that a particular set of inductive biases is sufficient to solve an inductive problem.
This is a common strategy in debates about language acquisition, where models with weak
inductive biases can be shown to be capable of learning aspects of language (Elman, 1990;
Rumelhart & McClelland, 1986). The second approach is to compare computational models as
accounts of human inferences, as reflected in laboratory data. By comparing models that differ
in their inductive biases to the performance of human participants solving an inductive problem
in the laboratory, it becomes possible to evaluate which set of inductive biases most closely
matches those of human learners. This approach is common in many forms of computational
modeling, and is dominant in the work on category learning mentioned earlier.

Recently, both of these approaches have been used with some success with probabilistic
models of cognition, in which the inductive biases instantiated in the model are made particu-
larly transparent (Anderson, 1990; Oaksford & Chater, 1998; Shepard, 1987). In these models,
the beliefs of learners are expressed through subjective probability distributions. Assume that
a learner has a set of hypotheses, H, and that his or her biases are encoded through a prior
probability distribution, P(#), specifying the probability the learner assigns to the truth of
each hypothesis # € H before seeing some data d. Solving an inductive problem requires
calculating the probability of each hypothesis 4 after seeing d, called the posterior probability
P(h|d). This can be done by using a principle of probability theory called Bayes’s rule. This
principle states that the posterior probability is

P(d|h)P(h)
> e PUEIR)P()
where P(d|h), the likelihood, indicates the probability of the data d under hypothesis /. The

posterior distribution can then be used to make decisions about which hypothesis was most
likely to have been responsible for the observed data.

P(h|d) =

(1
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The prior probability distribution assumed by a learner encodes his or her inductive biases.
A hypothesis with low prior probability will only be considered if it is supported by a great deal
of evidence, reflected in having a higher likelihood than any other hypothesis. The transparency
of the inductive biases of probabilistic models and the fact that Bayesian inference provides an
optimal solution to inductive problems makes these models particularly useful for investigating
human inductive biases. Probabilistic models of language (see Chater & Manning, 2006) can
be used to explore what kinds of constraints are necessary in order to recover linguistic
structure from observed data (e.g., Brent, 1999; Goldwater, Griffiths, & Johnson, 2006).
Models of categorization, including those that use exemplar, prototype, and intermediate
representations, can be given a probabilistic interpretation in which these representational
differences amount to different assumptions about the nature of the probability distributions
characterizing a category (Anderson, 1991; Ashby & Alfonso-Reese, 1995; Griffiths, Sanborn,
Canini, & Navarro, 2007). Similarly, in causal learning, a learner who assigns lower prior
probabilities to more complex hypotheses (cf. Chater, 1996; Feldman, 2000; Lombrozo, 2007)
is expressing a bias to choose the simpler of two hypotheses that otherwise explain the observed
data equally well. From this probabilistic perspective, identifying human inductive biases
reduces to the problem of identifying the prior probability distributions assumed by human
learners.

In this article, we explore a novel approach to using computational models to identify human
inductive biases. This approach takes inspiration less from traditional computational models
of cognition, and more from methods such as mechanism design in theoretical economics
(Hurwicz, 1973). The basic idea behind mechanism design is to structure an interaction
between agents in a way that provides them with incentives to produce a particular kind
of behavior. For example, an auction can be structured so that every bidder should bid the
true value that they assign to the prize, revealing information that might be concealed in a
more conventional auction (Vickrey, 1961). Mechanism design proceeds from the assumption
that the agents are rational utility maximizers, making it possible to predict their behavior
in different situations. By analogy, assuming that learners are Bayesian agents can allow us
to design tasks intended to reveal their inductive biases. More precisely, we can develop
methods that will allow us to identify the prior distributions used by human learners, under the
assumption that they solve inductive problems in a way that approximates Bayesian inference.

Pursuing this approach, we explore an experimental method based on a class of models
of language evolution by “iterated learning” (Kirby, 2001). These models assume that every
speaker of a language learns that language from another speaker, who had to learn it from
somebody else in turn. Formally, we can imagine a sequence of learners, each of whom
receives data from the previous learner, forms a hypothesis from those data and then generates
new data that are passed to the next learner, as shown in Fig. 1. Griffiths and Kalish (2005,
2007) showed that iterated learning with Bayesian agents can be analyzed as a Markov chain,
with the hypothesis selected by one learner depending only on the hypothesis selected by
the previous learner. The stationary distribution of this Markov chain is the prior distribution
on hypotheses assumed by the learners. This means that the probability that a learner selects
a particular hypothesis converges to the prior probability assigned to that hypothesis as the
number of iterations of learning increases. The rate of convergence is determined by the amount
of information being passed from one learner to the next: If a large amount of information is
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Fig. 1. Initerated learning, as described in models of language evolution, each learner chooses a hypothesis using
data generated by the previous learner and generates data for the next learner based on that hypothesis.

being conveyed, then it strongly constrains the hypotheses considered by the next learner and
convergence will be slow.

The convergence of iterated learning to the prior has significant implications for the con-
nection between the biases of individual learners and linguistic universals (Griffiths & Kalish,
2007; Kirby, Dowman, & Gritfiths, 2007), but goes beyond language evolution, applying to it-
erated learning with any kind of hypotheses and data. The fact that iterated learning converges
to the prior suggests a simple procedure for investigating human inductive biases: implement
iterated learning in the laboratory with human learners. As the number of iterations increases,
the probability with which people select a hypothesis should converge to the prior probability
of that hypothesis, providing a simple way to determine which hypotheses people are biased
toward. This method for identifying human inductive biases has an important advantage over
the traditional approaches to using computational models introduced earlier: It does not re-
quire the modeler to be able to postulate what an appropriate prior might be, or to implement
a model instantiating this prior. The hypotheses involved can be extremely rich and complex,
the priors might not be easily expressible in a compact mathematical formula, and iterated
learning will still converge to an equilibrium that is informative about human inductive biases.
Iterated learning does not require any kind of formal model of how people perform a task,
allowing inductive biases to be revealed simply by inspecting the hypotheses that emerge.

Iterated learning also provides an alternative to standard experimental methods for investi-
gating inductive biases. Much of the empirical work exploring human inductive biases focuses
on the relative difficulty of learning or remembering hypotheses with different structures (e.g.,
in the domain of category learning; Feldman, 2000; Nosofsky, Gluck, Palmeri, McKinley, &
Glauthier, 1994; Shepard, Hovland, & Jenkins, 1961). This requires enumerating all structures
of interest and determining how well people learn or remember each of these structures. This
approach is typically applied in cases where there are only a few structures of interest, as the
quantity of data that needs to be collected increases with the number of structures studied. Iter-
ated learning offers a way to identify inductive biases in cases where there are more structures
than can be easily enumerated. By producing samples from the prior, it can quickly reveal the
structures that have high prior probability without needing to systematically explore all of the
structures with low prior probability.

Our goal in this article is to demonstrate that iterated learning can be used to reveal the
inductive biases of human learners. To do so, we need to use a task for which these inductive
biases are well-known and quantifiable, so that we can establish that iterated learning pro-
duces the correct results. In previous work, we examined the outcome of iterated learning for
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one-dimensional functions (Kalish, Griffiths, & Lewandowsky, 2007). The results were quali-
tatively consistent with the predicted outcome of iterated learning, converging to a distribution
that favored positive linear functions—the functions that people find easiest to learn (Brehmer,
1971, 1974; Busemeyer, Byun, DeLosh, & McDaniel, 1997). However, even one-dimensional
functions are relatively complex stimuli, and the development of a comprehensive model of
human function learning that accurately characterizes people’s inductive biases is an ongo-
ing project (e.g., Kalish, Lewandowsky, & Kruschke, 2004). Here, we base our investigation
on a different class of concepts: categories defined on stimuli characterized by three binary
dimensions. Our experiments employ a generalization task, showing people objects labeled
as to their category membership and asking them to identify the category from which those
objects were drawn. This task is straightforward to model as a Bayesian inference, drawing on
existing Bayesian models of generalization (Shepard, 1987; Tenenbaum & Griffiths, 2001).
Expectations about the relative prior probabilities of category structures are provided by the
extensive literature on the difficulty that people have in learning and remembering different
category structures defined on three binary dimensions (Feldman, 2000; Nosofsky et al., 1994;
Shepard et al., 1961), and the prior can be estimated directly from generalization judgments.
We can use the resulting Bayesian model to evaluate whether iterated learning produces
the appropriate results, predicting not just its asymptotic consequences—convergence to the
prior—but also the dynamics of this process.

The plan of the article is as follows. Section 2 discusses the formal analysis of iterated
learning in detail, outlining the connection between iterated learning and inductive biases.
Section 3 summarizes previous results exploring inductive biases for category structures de-
fined on three binary dimensions. Section 4 presents a Bayesian model for a generalization
task based on these category structures. Section 5 summarizes the strategy behind our exper-
iments. Sections 6, 7, 8, and 9 present a series of experiments implementing this strategy.
Section 10 explores the implications of these experiments.

2. Iterated learning and inductive biases

Iterated learning has been discussed most extensively in the context of language evolution,
where it is seen as a potential explanation for the structure of human languages. Kirby (2001)
explored this idea using the iterated learning model in which several generations of one or
more learners each learn from data produced by the previous generation. The case where
each generation consists of a single learner, which has been the focus of much of this work,
corresponds to the schematic illustration of iterated learning shown in Fig. 1. The first learner
is exposed to some initial data, forms a hypothesis about the language it represents, and
generates new data from that language. These new data are passed to the second learner, who
infers a hypothesis and generates data from it that are provided to the third learner, and so forth.
Through simulations, Kirby and colleagues have shown that languages with properties similar
to those of human languages, such as compositionality, can emerge from iterated learning
with simple learning algorithms (Kirby, 2001; Smith, Kirby, & Brighton, 2003).

Griffths and Kalish (2005, 2007) provided a formal analysis of the consequences of iterated
learning when the learners are Bayesian agents. In this case, each learner uses Bayes’s rule
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to compute a posterior distribution over the hypothesis of the previous learner, samples a
hypothesis from this distribution, and generates the data provided to the next learner using this
hypothesis. The probability that the nth learner chooses hypothesis /4, given that the previous
learner chose hypothesis 4, is

P(hulhp—1) = Z P(hy|d)P(d|hy-1) 2)
d

where P(h,|d) is the posterior probability obtained from Equation 1. The sequence of hy-
potheses selected by the learners forms a Markov chain because the hypothesis chosen by each
learner depends only on that chosen by the previous learner. Equation 2 defines the transition
matrix of the Markov chain, Q, being a square matrix where g;; indicates the probability with
which a learner chooses hypothesis i given the previous learner chose hypothesis ;.

Griffiths and Kalish (2005, 2007) showed that when the learners share the same prior, P (h),
the stationary distribution of the Markov chain on hypotheses induced by iterated learning is
simply the prior. The Markov chain will converge to this distribution provided it is ergodic,
a simple condition that is easily tested (Norris, 1997). This means that the probability that
the last in a long line of learners chooses a particular hypothesis will be equal to the prior
probability of that hypothesis, regardless of the data provided to the first learner. The rate of
convergence of this Markov chain is determined by the second eigenvalue of the transition
matrix, A,, with higher values of A, being associated with slower convergence.' The value
of A, can be computed easily for any finite matrix using standard tools from linear algebra
(e.g., Strang, 1988), and simulations show that one of the main determinants of the rate of
convergence is the quantity of data passed from one learner to the next (Griffiths & Kalish,
2005, 2007).

The prediction that iterated learning will converge to the prior of the learners suggests
that we may be able to investigate the inductive biases of human learners by implementing
a similar process in the laboratory. The results on the rate of convergence provide guidelines
for designing experiments that will converge to the prior. In the remainder of the article we
develop a method for demonstrating that iterated learning can be used to reveal the prior
distributions assumed by human learners. To do so, we need to design an inductive task
that involves hypotheses with two properties. First, we need to have expectations about the
prior probabilities of these hypotheses, allowing us to test whether the outcome of iterated
learning is consistent with the prior. Second, we need a set of hypotheses that is sufficiently
constrained to allow us to specify a Bayesian model from which we can obtain an estimate of
the prior, allowing us to compute transition matrices and make quantitative predictions about
the asymptotic outcome and dynamics of iterated learning. Category structures defined on
three binary dimensions are one standard set of hypotheses that has both of these properties.

3. Inductive biases for category structures

Shepard et al. (1961) conducted a series of experiments exploring the relative difficulty of
learning different kinds of category structures defined on objects that vary along three binary
dimensions such as shape, color, and size. Categories are defined in terms of which subsets of
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the eight possible objects they contain. In principle, there are 256 different category structures,
but if we restrict ourselves to categories with four members, this number is reduced to 70. If
we do not distinguish structures that differ only in the assignment of physical features to the
binary dimensions, this number is reduced still further, giving us a total of 6 different types of
category structures. Examples of categories belonging to these 6 types are shown in Fig. 2.

Shepard et al. (1961) found that there is great variation in the ease with which people learn
and remember different types of category structures. Type I, in which membership is defined
along a single dimension, is easiest to learn; followed by Type II in which two dimensions
are sufficient to identify members. Next come Types III, IV, and V, which all correspond to
a one-dimensional rule plus an exception and are about equally difficult to learn. Type VI,
in which no two members share a value along more than one dimension, is hardest to learn.
Similar results have been obtained by Nosofsky et al. (1994) and Feldman (2000).

Because difficulty in learning a hypothesis is an indication that it may be inconsistent
with the inductive biases of the learner, these category structures provide a way to test the
predictions of our theoretical account of iterated learning: We can examine whether iterated
learning of category structures defined on three binary dimensions converges to a distribution
over hypotheses consistent with the results of Shepard et al. (1961). We chose to study these
inductive biases using a simple generalization task in which people infer the structure of the
category from a small number of objects labeled as to their category membership. Based on
the results of Shepard et al., we should expect to see category structures of different types
being selected with different probabilities, with Type I and Type II structures dominating
responses.

4. Modeling generalization and iterated learning

The set of category structures on three binary dimensions identified by Shepard et al. (1961)
is relatively small, consisting of only 70 structures. This means that we can enumerate all of
the hypotheses entertained by a learner and use a Bayesian model to obtain an estimate of
people’s priors from a source that is independent of iterated learning, allowing us to check
that iterated learning results in convergence to this prior. Having an estimate of the prior also
allows us to make precise quantitative predictions about the structures that we expect people
to choose at each iteration of learning. Specifically, we can compute the transition matrix
between hypotheses that we would expect to result from using this prior. We can then use this
transition matrix to evaluate the probability that people will select a particular hypothesis in
each iteration, and use the second eigenvalue of this transition matrix, A,, as a measure of the
rate of convergence.

Our Bayesian model of the generalization task used in our experiments is based on the
account of generalization developed by Shepard (1987) and extended by Tenenbaum (1999)
and Tenenbaum and Griffiths (2001). The basic format of the generalization task is that people
are shown some examples of objects that possess a particular property, such as belonging to
a category, and then asked which other objects they think possess that property. No feedback
is provided for these judgments—the task just explores how people reason from a set of
examples to new instances. Shepard analyzed the case where a property is generalized from a
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Fig. 2. Types of category structures containing four objects defined on three binary dimensions. The 70 possible
category structures collapse to just six different types, corresponding to the numbers shown in the first column
(Shepard, Hovland, & Jenkins, 1961). The second column shows one structure of each type. The three axes of each
cube correspond to the three binary dimensions. The vertices are objects, with black dots corresponding to the
members of the category. The third column shows the “species” of amoeba, of the kind used by Feldman (2000);
and, in our experiments, matching each category structure shown in the second column. The nuclei of the amoebae
vary along three binary dimensions: color (white or black), shape (circle or square), and size (small or large).

single example, yielding his famous universal law of generalization. Tenenbaum and Griffiths
extended this analysis to the case where multiple examples are provided—a task that more
closely resembles that used in “concept learning” experiments (e.g., Bruner, Goodnow, &
Austin, 1956).
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The generalization task differs in several ways from the task used in most studies of category
learning. In a standard category learning experiment, participants are taught to discriminate
between two categories of objects by guessing the category label of a series of example objects
and receiving feedback on the accuracy of their guesses. In contrast, the generalization task
uses only a single category and examples are presented directly, with neither presentation nor
response yielding feedback. The task is thus more similar to that used in studies of property
induction (Osherson, Smith, Wilkie, Lopez, & Shafir, 1990; Rips, 1975) in which premises
provide information about a set of objects that possess a particular property and people evaluate
conclusions indicating whether other objects possess that property. Bayesian models similar
to the account of generalization we give here have also been applied to property induction
(e.g., Heit, 1998; Kemp & Tenenbaum, 2003).

Our experiments test generalization from two different kinds of data. In some conditions
participants are shown positive examples—objects sampled at random from those that belong
to the category, whereas in other conditions they are shown mixed examples—objects sampled
at random from the set of all objects, and labeled according to their category membership.
Both cases can be viewed as problems of Bayesian inference, where the data d are the set
of labeled objects and each hypothesis / is a possible category structure with four members.
Using both positive and mixed examples allows us to evaluate the effect of the amount of
information that data d provides about hypotheses /4 on the rate of convergence of iterated
learning, as these different kinds of data convey different amounts of information. In outlining
our Bayesian model, we consider these two forms of data in turn.

Positive examples are objects sampled from the category. For instance, if we were learning
about a new species of amoebae, a few examples of members of that species would constitute
positive examples. We assume that these objects are sampled without replacement, meaning
that the first example has equal probability of being any of the || objects in the category
h,the second example has equal probability of being any of the |i#|— 1 remaining objects,
and so forth.> Following this assumption, the probability of a particular sequence of m
positive examples is obtained by multiplying together 1/|k|, 1/(|h|— 1), ..., 1/(|h| — m+ 1),
to give

P(lh) = {(|h|_m)!/|h|!dch )

0 otherwise

where d C h indicates that all m objects in d are members of & (and m < |h|). We will refer
to a hypothesis % such that 2 D d as being consistent with the data d.

Equation 3 provides the likelihood function that we can use to define a Bayesian model
indicating how a rational learner should evaluate the posterior probability of any hypothesis
h given some set of objects d. Applying Bayes’s rule (Equation 1) with this likelihood and a
prior on hypotheses, P(h), we obtain

P — )/l
PO = oy (i = mL i @
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for each hypothesis £ consistent with d, and 0 otherwise. In our case, all categories are of the
same size (|h| = 4), so all hypotheses consistent with d have posterior probability:
Ph)

2wsa PR

which is simply the prior normalized over the set of consistent hypotheses (normalization
ensures that the resulting posterior probabilities sum to 1). This Bayesian model thus gives
a very simple prescription for how a rational agent should update his or her beliefs about
which category structures are likely to be present upon observing a set of examples drawn
from a category: Assign each category structure that is consistent with the observed examples
a posterior probability proportional to its prior probability.

Mixed examples are objects sampled at random and then labeled as to their category
membership. For instance, one could obtain mixed examples for a species of amoebae by
collecting a number of amoebae and asking a teacher to label each as to its membership of the
species. Assuming that the objects that will receive labels are sampled without replacement
from a set of k objects (e.g., all possible amoebae), and each object is equally likely to be
chosen, the probability of a particular ordered sequence of objects is 1/k for the first object
multiplied by 1/(k — 1)for the second object, down to 1/(k — m+ 1)for the mth object, to give

) k—m)!/k!d A h
Pd|h) = { 0 otherwise

P(h|d) = (&)

(6)

where d - h indicates that the labels for the objects in d match the category structure £ (i.e., all
objects labeled as belonging to the category are in /,and all objects labeled as not belonging
to the category are not in /). As with positive examples, we will say that any hypothesis %
such that i - d is consistent with the data d.

Once again, we can substitute the likelihood function given by Equation 3 into Bayes’s
rule (Equation 1) to obtain the posterior probability of each hypothesis. Because P(d|h) is the
same for all hypotheses / consistent with d, it follows that the posterior probability of # given
dis

P(h)
S ra POO)
for all consistent hypotheses, and O otherwise, for any choice of k and m. As with positive
examples, the posterior distribution is simply the prior, normalized over the hypotheses con-
sistent with the data. The posterior probability of each category structure that is consistent
with the data is thus proportional to its prior probability.

Equations 5 and 7 indicate how individual Bayesian learners should update their be-
liefs. To turn the generalization task into a form of iterated learning, we simply generate
the data seen by the next learner in a way that depends on the hypothesis selected by the
previous learner. In the simplest of our experiments, participants select a hypothesis con-
sistent with the labeled set of objects that they observed, and the data seen by the next
participant are generated by a computer sampling objects and labels using the selected hy-
pothesis. Specifically, the computer follows the generative processes implicit in the likeli-
hood functions given by Equations 3 and 6. For positive examples, m objects are sampled

P(h|d) = (7
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without replacement from the set picked out by /. For mixed examples, m objects are sam-
pled without replacement from the set of all objects, and then labeled in the way dictated
by h.

The likelihoods given by Equations 3 and 6 and posterior distributions from Equations 5
and 7 can be substituted into Equation 2 to find the transition matrix of the Markov chain on
hypotheses induced by iterated learning with positive and mixed examples respectively. The
result is a square matrix, 0, where the number of rows and columns is equal to the number
of hypotheses. For the category structures studied by Shepard et al. (1961), this is a 70 x 70
matrix because there are only 70 category structures that can be considered as hypotheses.
Given an initial distribution over hypotheses, represented as a column vector p where p; is the
probability of hypothesis i, the distribution over hypotheses at each subsequent iteration can
be computed by multiplying this vector by the transition matrix, with the distribution after n
iterations being Q" p (Norris, 1997). This can be used to make predictions not just about the
asymptotic distribution over hypotheses, which we know to be the prior, P(k), but also the
dynamics of iterated learning.

Although the asymptotic distribution over hypotheses will not be affected by the quantity of
data seen by the learners, the dynamics will depend on the degree to which the data constrain
the choices of the learners. The posterior distributions given in Equations 5 and 7 are both
simply the prior normalized over the set of hypotheses consistent with the data. The extent to
which the data constrain the choices of the learners is thus directly reflected in the number of
hypotheses that are likely to be consistent with the set of examples comprising the data. This
will differ for positive and mixed examples and vary with the number of examples provided.
With three positive examples, three members of the category are mixed, so there are five
possibilities for the fourth member of the category (i.e., the 5 objects that remain from the
8 produced by considering all possible values of three binary dimensions), resulting in five
hypotheses. An illustrative set of three positive examples and the five consistent hypotheses
are shown in Fig. 3a.

Seeing three examples drawn from a category provides fairly strong constraints, narrow-
ing 70 hypotheses down to 5. The strength of the constraints provided by a set of examples
is simply a logical consequence of the nature of the category structures we are exploring
and not a property of our model. A similar calculation shows that 15 hypotheses are con-
sistent with any set of two examples. There are six candidates for the third member of the
category, and five candidates for the fourth member. Because we consider all categories
with the same set of members equivalent, we can ignore the two orders in which these two
new members could be chosen, giving a total of (6 x 5)/2 = 15 hypotheses. One set of
two positive examples and its corresponding hypotheses are shown in Fig. 3b. With three
mixed examples, the cases where the three examples are all positive or all negative result
in 5 consistent hypotheses (corresponding to the 5 options for the fourth member or non-
member), whereas the cases where the three examples are genuinely mixed result in 10
hypotheses (5 candidates times 5 candidates divided by 2 orders). A case with three mixed
examples and 10 hypotheses appears in Fig. 3c. With four mixed examples, four positive
or four negative examples perfectly determine a single hypothesis, three positive and one
negative (or vice versa) allow 4 hypotheses (being the candidates for the fourth member or
non-member), and two positive and two negative allow 6 hypotheses (4 candidates times
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Fig. 3. Sample displays showing sets of examples and the corresponding consistent hypotheses. The heavy box at
the top of each panel contains a set of positive or mixed examples of members of a “species” (i.e., category). For
positive examples, only the known members of the species are shown. For mixed examples, known members are
shown inside a smaller box, and known non-members are shown outside this box. The lighter boxes below show all
possible completions of this species—the hypotheses that are consistent with these data. These displays were also
those used in the experiments described later in the article. (a) With three positive examples, there are 5 hypotheses
consistent with each set of examples. (b) With two positive examples, there are 15 hypotheses consistent with each
set of examples. (c) With three mixed examples, either 5 or 10 hypotheses are consistent (with 10 being consistent

for this particular sample). (d) With four mixed examples, either 1, 4, or 6 hypotheses are consistent (with 6 being
consistent for this particular sample).

3 candidates divided by 2 orders). Four mixed examples and 6 hypotheses are shown in
Fig. 3d.

The results in the previous paragraph indicate that the number of positive or mixed examples
transmitted between people determines how strongly the data constrain the hypotheses under
consideration. One of the outcomes of our formal analysis of iterated learning is thus that the
rate of convergence will be affected by this quantity. If we can estimate a prior distribution
over hypotheses, we can compute the transition matrix for the Markov chain and make precise
predictions about the dynamics of iterated learning. We can also get a general measure of the
convergence rate from the second eigenvalue of this transition matrix, A,. Values of 1, closer
to 1 will indicate a slower rate of convergence, providing a simple quantitative measure of the
effect of the amount of information transmitted between people on the convergence of iterated
learning.
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5. Design of experiments with human learners

In the remainder of the article, we present three experiments. The goal of these experiments
is to demonstrate that iterated learning can be used to reveal the inductive biases of human
learners, as reflected in the prior probability distribution that we estimate from people’s
responses using our Bayesian model. As a secondary objective, we analyze whether the fine-
grained dynamics of this process are consistent with the Bayesian framework presented earlier.
Analyzing the dynamics of iterated learning is primarily of interest as a means of gaining
insight into the factors that influence convergence, which will be important for designing
experiments that are informative about people’s priors.

The basic element used in the design of these experiments is a set of 12 “chains” of trials,
as shown in Fig. 4a. Each trial consists of the presentation of data (a set of examples from a
category) and selection of a hypothesis (a category structure) by a learner. The chains include
six dependent chains, one for each type of category structure. These chains are initialized by
randomly selecting a hypothesis of the appropriate type and generating data in accordance
with that hypothesis. In the first iteration, the learner chooses the hypothesis he or she believes
to have produced these data. In the second iteration, the data seen by the learner are generated
in accordance with the hypothesis selected in the first. If the data are positive examples,
they are sampled without replacement from the members of the category structure chosen
in the first iteration. If the data are mixed examples, a set of objects is sampled without
replacement and those objects are then labeled as members or non-members in accordance
with the category structure chosen in the first iteration. The learner selects the hypothesis he
or she believes generated these data, and this hypothesis is used to generate the data seen in
the third iteration. This procedure continues until all chains are complete. As a control, we
also include six independent chains in which data are generated at every iteration using the
initialization procedure for the dependent chains—sampling a category structure of one of the
six types (depending on the number of the chain) and generating data from that hypothesis.
Consequently, the hypotheses selected at every iteration are independent. These independent
chains provide us with a way to measure any time-varying effects on responding, allowing
us to establish that changes in the distribution over hypotheses over time in the dependent
chains are the consequence of iterated learning and not simply practice or fatigue. Finally,
aggregating responses across dependent and independent chains provides us with a large
number of individual decisions that can be used to estimate a prior over category structures
for comparison to the outcome of iterated learning.

The variable of interest in our experiments is the proportion of trials on which people select
hypotheses corresponding to category structures of the six different types. The quantities
that we manipulate within each experiment are the iteration of learning and whether the
chains are dependent or independent. Our formal analysis of iterated learning indicates that
as the number of iterations of learning in the dependent chains increases, the proportion of
trials on which people select hypotheses corresponding to each type of category stucture
will come to reflect the prior distribution over types. Our design allows us to examine the
extent to which this is the case both by aggregating across all dependent chains, and thus
examining how the probabilities of the different types change from the uniform distribution
used in initialization, and by looking at how the probabilities of the different types change
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Fig. 4. Design of experiments with human learners. (a) Basic element used in the design of iterated learning
experiments. Each dot represents a trial, and links between dots indicate that the hypothesis selected on one trial
is used to generate the data provided on the next trial. Trials are divided into 12 chains, each consisting of 10
iterations of learning. Each chain is assigned to one of the six types of category structures identified by Shepard,
Hovland, and Jenkins (1961). At initialization, a hypothesis is selected at random from the set of category structures
matching the type of that chain and data are generated from that hypothesis, as described in the text. The learner
chooses a hypothesis on the basis of those data. For dependent chains—those with links between hypotheses—this
hypothesis is used to generate the data seen on the next trial. For independent chains—those without links—the
data seen on the next trial is generated via the same procedure as initialization. (b) In a between-subject experiment,
each iteration involves a different learner, with data being passed between learners in the dependent chains. Each
learner receives 10 blocks of trials, where each block consists of one trial from a dependent and an independent
chain of each type, and their responses in each block are used to generate the data for the dependent chains in
that block for the next participant. Blocks are illustrated by dotted boxes, participants by solid boxes. (c) In a
within-subjects experiment, each participant completes a full set of 10 iterations on each of 12 chains, and data are
not passed between participants.

within a chain initialized with a particular type of category structure. Because convergence to
the prior should hold regardless of the initial data provided to the learners, we can check for
convergence by comparing across chains initialized with category structures of different types.
Finally, by manipulating the number and nature of the examples provided to the learners, we
can examine how the strength of the constraints implied by these data influence the rate at
which convergence occurs.

In addition to these variables, we explore two different ways of conducting experiments
using iterated learning. Our discussion so far has focused on cases where iterated learning
occurs between-subject, with each learner seeing data generated by a previous learner, as
shown in Fig. 4b. This is the natural way to think about iterated learning in the context of
language evolution, and was the focus of our previous experiments (Kalish et al., 2007).
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However, if our main interest is in using iterated learning as a method for revealing inductive
biases, we might want to use a different design. Our formal analysis is equally valid for
iterated learning with a within-subjects design, where a single learner responds to data that are
generated from his or her own previous responses, as shown in Fig. 4c. This means replacing
successive generations of learners with successive blocks of learning. Each block contains
a single trial from each of the 12 chains, and responses influence the data provided in the
next block for the dependent chains. By completing a sequence of blocks, each participant
produces his or her own set of chains, with no need for data to be passed between participants.

These two designs push on different assumptions behind our formal analysis. In the between-
subjects case, the assumption that all learners share the same prior may seem like an oversim-
plification, but it is clear that participants will select hypotheses in a way that depends only
on the data produced by the previous participant and not on any previous data or hypotheses
(i.e., that we have a Markov chain). In the within-subjects case, a chain of hypotheses is
clearly being generated based on the same prior because the same participant is selecting the
hypotheses, but it is possible that previous decisions influence the current decision, violating
the Markov assumption. However, the within-subjects design has a major advantage over
the between-subject design for any large-scale exploration of iterated learning, as it does not
require coordinating responses between participants: each participant produces a complete set
of independent and dependent chains.

Our experiments are not intended to test whether people are Bayesian, or to evaluate specific
hypotheses about what human inductive biases are like for category structures defined on
three binary dimensions. Provided people behave in a way that is consistent across judgments,
selecting hypotheses with a fixed stochastic preference ordering, these judgments will be
well-approximated by a Bayesian model with an appropriate prior. If this is the case, we
would expect the distribution over hypotheses produced by iterated learning to converge
to this prior. However, there are still plenty of reasons why this might not occur, due to
the violations of the assumptions behind our formal analysis mentioned earlier—variation
in priors in a between-subject experiment, and possible failure of the Markov assumption
in a within-subjects experiment. Our goal is simply to demonstrate that these experimental
designs actually do produce distributions over hypotheses that reflect human inductive biases,
supporting the use of this method for this purpose in the future.

Based on these considerations, Experiments 1A and 1B compare the results of iterated
learning of category structures from three positive examples using both within- and between-
subjects designs. The aims of these experiments are to provide a basic test of the prediction
that both forms of iterated learning should result in convergence to the prior, and to establish
a correspondence between the results of the two designs. Experiment 2 uses the within-
subjects design to explore the dynamics of iterated learning, examining the correspondence
between human responses and model predictions for iterated learning of category structures
from two positive examples, three mixed examples, and four mixed examples. The aim
of the experiment is to investigate the dynamics of iterated learning, and to establish that
convergence to the prior is observed in all cases. In all experiments, it is expected that the prior
distribution on category structures will exhibit the bias in favor of Type I and Type II structures
seen in previous research, and that the responses people produce will converge toward this
prior.
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6. Experiment 1A: Iterated learning within-subjects

6.1. Method

6.1.1. Participants

There were a total of 73 participants, consisting of 53 undergraduates from the University
of Louisiana, Lafayette participating in exchange for course credit, and 20 members of the
Brown University community who were compensated at a rate of $7 per hour.

6.1.2. Stimuli

Following Feldman (2000), stimuli were presented as “amoebae” with a wavy cell wall and
an internal nucleus. Nuclei varied along three binary dimensions: shape (round or square),
color (black or white), and size (large or small). Categories were “species” of amoebae, and
each possible species was illustrated using a set of four amoebae in a black box. Examples of
species of the six types appear in Fig. 2. Each trial of the experiment involved the presentation
of three positive examples from a category, with participants selecting one of the five category
structures that were consistent with those examples. To remove memory demands, examples
and hypotheses were presented simultaneously on a computer screen, as shown in Fig. 3a.
The examples appeared in a heavy box at the top of the screen, with the consistent hypotheses
shown in lighter boxes below them. Each consistent hypothesis was represented by a complete
species of four amoebae, of which the first three matched the examples. Participants selected
the category structure they considered most likely to have generated the observed examples
by clicking on one of the lighter boxes using a mouse.

6.1.3. Procedure

The design of the experiment followed the structure outlined in Section 5 and shown in
Fig. 4c. Each participant completed 120 trials divided into 10 blocks of 12 trials. Each block
corresponded to a new iteration of learning, resulting in a total of 10 iterations of learning
across the 12 chains. Within each block, 6 trials belonged to dependent chains, with the objects
being generated at random from the hypothesis selected on the previous trial in that chain.
The other 6 trials within each block were part of independent chains, with the objects being
generated from a randomly selected category structure. There was one dependent and one
independent chain for each of the 6 types of category structures. Each dependent chain was
initialized by sampling a category structure of the appropriate type and then generating data
from that category structure. The same procedure was used to generate the data shown to
the participant on each trial in the independent chain. Trials were randomized within blocks,
reducing the opportunity for participants to notice any correspondence between trials in the
dependent chains.

Each participant completed the experiment in a sound-attenuated booth, with the entire
experiment being administered by computer. On starting the experiment, participants received
the following instructions:

In this experiment, you will be asked to infer the structure of different species of amoebae from
sample members of that species.
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Each species will be presented on a single screen. At the top of the screen, you will see three
amoebae from that species. An amoeba has a nucleus, which is either black or white, large or small,
and round or square, and amoebae vary only in their nuclei. Every species has exactly four members.

Your task is to select your best guess at the identity of the entire species based on the three you
see at the top of your screen. The five boxes shown on the bottom of the screen represent the possible
species consistent with the sample members.

Clicking once on a box of four amoebae will highlight it, and a second click will submit that as
your answer. If you are sure about your answer straight away, you can just double-click on a box.

Each time the screen refreshes a new species is generated, and you have to decide what you think
the structure of that species might be.

Participants then completed 4 practice trials before going on to the main experiment. No
feedback was provided during the task.

The species selected by the participants were recorded on each trial. Because each species
corresponds to a category structure of a particular type, these responses can be used to
determine the proportion of trials on which structures of different types were selected,
for each chain and iteration, allowing us to examine how this proportion changes over
time.

6.2. Results

The variable of interest in this study was the proportion of trials on which people selected
category structures of each type, with the key prediction being that these proportions would
converge toward the prior as the number of iterations in the dependent chains increased.
Although previous work provides qualitative guidelines about the relative prior probabilities
of the six different types of category structure, the model presented in Section 4 allows
us to estimate these quantities directly, to use them as the basis for evaluating whether the
outcome of iterated learning reflects the prior, and to make quantitative predictions about its
dynamics. We defined the prior over hypotheses, P(h), by assuming that the prior probability
was affected only by the type of category structure to which a hypothesis corresponds, being
uniform within types. Because there are six such types, the prior can be completely specified
by five parameters, giving the probabilities of structures of Types I through V (the probability
of structures of Type VI follows from the fact that probabilities sum to 1). By estimating this
prior from people’s responses, we can make quantitative predictions about the dynamics of
iterated learning.

The parameters were estimated from the frequencies with which participants selected
hypotheses given different sets of examples, aggregated across dependent and independent
chains. According to the Bayesian model, people’s choices should follow the distribution
given by Equation 5. Parameters were found using maximum-likelihood estimation for this
distribution. Preliminary analyses indicated that a subset of the participants were responding
at random, so a variant of the Expectation—Maximization (EM) algorithm (Dempster, Laird,
& Rubin, 1977) was used to simultaneously estimate the prior and probabilistically classify
participants as either responding at random or in accord with the model (see the appendix
for details). The resulting parameter estimates gave individual structures of Types I through
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VI prior probabilities of 0.109, 0.032, 0.002, 0.001, 0.003, and 0.022, respective:ly.3 These
probabilities are consistent with previous findings concerning the relative difficulty of learning
different types of category structures, with the only exception being the relatively high
probability of Type VI structures, which we consider in more detail in Section 10.1. Using
these parameters and the procedure outlined in the appendix, we computed the probability
that each participant was responding at random. The remainder of the analyses reported here
use only the 64 participants for whom this probability was less than 0.5. A more detailed
analysis of the responses of the other participants appears in the appendix.

The left-most panel of Fig. 5a shows how the proportion of participants selecting category
structures of each type varies as a function of the number of iterations, aggregating over
all six dependent chains. The same quantities for the independent chains are shown in Fig.
5c. To evaluate whether iterated learning influenced responses, we ran a chi-square test
comparing the proportions of the six types across the dependent and independent chains
at each iteration. The results of these tests are shown in the first row of Table 1. There
was a statistically significant difference between the dependent and independent chains on
every iteration after the third, indicating that iterated learning influenced the distribution
over the category structures being selected. Fig. 5 shows that this difference was due to an
increase in the probability of Type I structures and a decrease in the probability of Type
VI structures in the dependent chains, consistent with a prior favoring Types I and II over
Type VL

Fig. 5b shows the predictions of the Bayesian model outlined in Section 4 for the dependent
chains. These predictions depend only on the prior, and were generated using the prior
estimated from the aggregated generalization judgments from the dependent and independent
chains rather than directly optimizing the parameters of the model to produce the best fit to
the overall dynamics. As can be seen from the figure, there is a close correspondence between

Table 1
Results of Chi-Square Tests for Effects of Iterated Learning and Design in Experiments 1A and 1B

Iteration
Variable 1 2 3 4 5 6 7 8 9 10
Dependent vs. Independent
Within-subjects 0.17 8.06 1091 20.88* 23.53* 27.60* 21.44* 26.80* 47.38* 31.31*
(Expt. 1A)
Between-subjects 739 155 1035 210 8.88  18.12* 24.23* 2539* 33.38* 30.78*
(Expt. 1B)
Within- vs. Between-subjects (comparing Expts. 1A and I1B)
Dependent 1450 946 1325 11.16 1579 1195 938 1035 18.92* 255
Independent 28.04* 570 4,53 252 6.26 2.21 7.64 341 4.85 5.17

Note. Asterisks indicate statistical significance for x2(5) at p < .005, using the Bonferroni correction to maintain
an overall false positive rate below .05 for each sequence of tests.
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the predictions of the model and the human data, with a linear correlation of r(58) = 0.981.
In particular, both the model and the human data move toward an asymptotic distribution
over hypotheses consistent with the prior. The model predictions for the independent chains
correspond to the probabilities for the first iteration of the dependent chains, held constant
across all iterations. The mean probabilities exhibited in the independent chains are consistent
with these predictions, and the variation around the mean provides a guide to the amount of
noise in the data.

Despite moving toward the prior, the Markov chains defined by the human responses
and the Bayesian model in the dependent chains do not actually converge. As a simple test of
convergence, we can compare the distributions over types of category structures obtained from
the six dependent chains initialized with different types. Because the stationary distribution is
the same regardless of the initialization of the chains, the distributions over types of category
structure in the final iteration should be the same if the chains have converged. A chi-square
test for independence on the human data shows that this is not the case—these distributions
are statistically significantly different: x2(25) = 96.69, p < .0001. The remaining panels of
Fig. 5 show a more detailed analysis of the data and model predictions, breaking down the
chains by the type of category structure used in their initialization. The lack of convergence is
apparent in the differences in the distributions over types in the final iteration. However, these
individual chains still show evidence of movement toward the prior, with Type I structures
increasing in prevalence while Type VI structures decrease, and the model and data still exhibit
a strong correlation, with 7(358) = 0.955.

7. Experiment 1B: Iterated learning between-subjects
7.1. Method

7.1.1. Participants

There were a total of 75 participants, consisting of 29 undergraduates from the University
of Louisiana, Lafayette participating in exchange for course credit, and 46 members of the
Brown University community who were compensated at a rate of $7 per hour.

7.1.2. Stimuli
Stimuli were the same as those in Experiment 1A.

7.1.3. Procedure

The design of the experiment followed the structure outlined in Section 5 and shown in Fig.
4b. Participants were divided into seven “families” of learners. Each participant completed
120 trials, corresponding to 10 blocks of 12 chains. Within each block, 6 trials belonged to
dependent chains, with the objects being generated at random from the hypothesis selected
by the previous participant in the family. The other 6 trials within each block were part of
independent chains, with the objects being generated from a randomly selected hypothesis
corresponding to 1 of the 6 types. Trials were randomized within blocks, and there was no
contact between participants except through the data passed along the dependent chains.
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Based on the results of Experiment 1A, it was apparent that some participants responded
to the task at random. These participants were screened out by computing the probability that
each participant was responding at random using the parameters for the prior estimated in
Experiment 1A, and removing those participants for whom this probability was greater than
0.5. A total of 5 participants were removed for responding at random and were replaced before
further participants were run from that family, resulting in a total of 7 complete families of 10
learners.

7.2. Results

The variable of interest in this study was the proportion of trials on which people selected
category structures of each type, with the key prediction being that these proportions would
converge toward the prior as the number of iterations in the dependent chains increased.
As in Experiment 1A, the prior probabilities of category structures of each of the six types
were estimated by maximum-likelihood estimation, assuming that participants were making
their choices in the dependent and independent chains by sampling from the distribution
given in Equation 5. The estimated probabilities of structures of the six types were 0.097,
0.040, 0.002, 0.001, 0.003, and 0.029 for Types I through VI respectively, very close to
the corresponding values in Experiment 1A. The proportion of trials on which each type of
category structure is shown as a function of iteration in Fig. 6. The second row of Table 1 gives
the results of a series of chi-square tests for differences between the distributions over types
of structures in the dependent and independent chains at each iteration. There is a statistically
significant difference between the dependent and independent chains at all iterations after the
fifth, indicating an effect of iterated learning. As in Experiment 1A, the proportion of Type I
structures increases over time and the proportion of Type VI structures decreases over time
for the dependent chains, consistent with a prior favoring Types I and II over Type VI. Fig. 6b
shows the predictions of a Bayesian model using the estimated prior for the dependent chains.
The model predictions and human data are in close correspondence, with the correlation
between the two being r(58) = 0.991.

Consistent with the results of Experiment 1A, the proportion of responses corresponding
to each type of category structure gradually moved toward the prior, but did not converge by
the end of the experiment. A chi-square test comparing the distributions on types at the end of
the experiment showed a statistically significant difference between the six dependent chains:
x%(25) = 47.07, p < .005. The proportion of trials on which category structures of different
types were selected in these six chains is shown as a function of iteration in Fig. 6, together
with the corresponding model predictions. The difference in the distributions across these
chains in the final iteration reflects the lack of convergence. The model predictions correlate
well with the human responses, with the correlation across all chains being r(358) = 0.985.

Comparison of Figs. 5 and 6 shows that the results produced using the between-subject
design were extremely close to those of the within-subjects design. The responses shown in
the figures correlated at r(58) = 0.966 overall and r(358) = 0.951 when broken down across
the six types of dependent chain. To test for a difference between the two experiments, we
conducted a series of chi-square tests comparing the distribution of types of category structure
selected at each iteration, for both the dependent and the independent chains. The results are
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shown in the last two rows of Table 1. Statistically significant differences were only observed
in the ninth iteration for the dependent chains and the first iteration for the independent chains,
but there were no systematic patterns of difference between the two designs.

8. Discussion of Experiments 1A and 1B

The results of Experiments 1A and 1B illustrate that experiments based on iterated learning
can be used to explore the inductive biases of human learners. The correspondence between
the proportion of trials on which a given hypothesis was selected and the estimated prior
probability of that hypothesis increased with successive iterations for both the within- and
between-subject designs, with Type I and Type II structures increasing in prevalence over the
course of the experiment, and there were no systematic differences in the results obtained from
using these two designs. These results suggest that we can use the simpler within-subjects
design for further investigation of the consequences of iterated learning, and provide support
for the claim that iterated learning should converge to the prior. However, Experiments 1A
and 1B did not provide a strong test of this claim, as the dependent chains had not converged
to their stationary distributions by the end of the experiments.

The slow convergence of the dependent chains is a consequence of the strong constraints that
three positive examples place on consistent hypotheses. With only five consistent hypotheses
for each set of three positive examples, there can only be slow drift in the hypotheses selected
in a given chain. Although the rate of drift prevented the chains from converging to the prior in
the 10 iterations included in the experiment, the results were paralleled by the predictions of
the Bayesian model. Using the priors estimated from the human data, the second eigenvalues
of the transition matrices for Experiment 1A and Experiment 1B were A, = 0.949 and 0.948,
respectively. These eigenvalues are both close to 1, indicating that the corresponding Markov
chains will converge slowly.

Because faster convergence is important for iterated learning to be able to produce samples
from the prior in a short experiment, Experiment 2 set out to manipulate the rate of convergence
by varying the strength of the constraints provided by the data. Provision of different numbers
of positive and mixed examples should affect the dynamics of iterated learning. In particular the
Bayesian models outlined in Section 4 make precise predictions about the rate of convergence
resulting from these different regimes. By demonstrating that we can manipulate the rate of
convergence we have a further opportunity to test these predictions, and by showing that it is
possible to construct chains that converge to their stationary distribution in the course of an
experiment we can establish one of the prerequisites for using iterated learning as a method
for studying inductive biases in the laboratory.

9. Experiment 2: Manipulating the rate of convergence
9.1. Method

9.1.1. Participants
There were a total of 238 participants, consisting of 171 undergraduates from the University
of Louisiana, Lafayette participating in exchange for course credit, and 67 members of the
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Brown University community who were compensated at a rate of $7 per hour. These partici-
pants were divided across three conditions: 117 (including 20 from Brown) saw two positive
examples, 57 (including 26 from Brown) saw three mixed examples, and 64 (including 21
from Brown) saw four mixed examples.

9.1.2. Stimuli

Stimuli were the same as those in Experiment 1A, although varying the quantity of data
provided to the participants required using slightly different displays. With two positive
examples, the two examples were shown in a black box and participants selected from the 15
consistent hypotheses, as shown in Fig. 3b. A similar display was used with mixed examples,
with negative examples being shown outside the box. Three mixed examples would yield
either 5 or 10 consistent hypotheses, as illustrated in Fig. 3¢, and four mixed examples would
yield either 4 or 6 hypotheses, as illustrated in Fig. 3d. If all four examples were either positive
or negative, only 1 consistent hypothesis existed. These trials were included in the chains for
the purpose of our analyses, but participants were not shown the corresponding displays or
required to respond to them.

9.1.3. Procedure

The procedure was the same as that of Experiment 1A, with the only modification being the
number and nature of the examples (and hypotheses) shown to participants on each trial. The
instructions in the two positive examples condition were identical to those used in Experiment
1A, replacing information regarding the number of examples and the number of hypotheses
with 2 and 10, respectively. The instructions in the three mixed examples condition were
similar, but the third paragraph was replaced with:

The three amoebae you see will appear either inside or outside a black box. The amoebae inside the
box are members of the species, and the amoebae outside the box are not members. Your task is to
select your best guess at the identity of the entire species based on the membership of these three
amoebae. The boxes shown on the bottom of the screen represent the possible species consistent
with the sample members: the amoebae inside the box are in the species, the amoebae outside the
box are out of the species. The number of boxes will be either five or ten, depending on the specific
examples you see.

Participants in the four mixed examples condition received the same instructions, with
“three” replaced by “four” and “five or ten” replaced by “four or six.”

9.2. Results and Discussion

The variable of interest in this study was the proportion of trials on which people selected
category structures of each type, with the key predictions being that these proportions would
converge toward the prior as the number of iterations in the dependent chains increased, and that
the rate of convergence would be affected by the strength of the constraints imposed by the data.
As in Experiment 1A, the EM algorithm was used to find a maximum-likelihood estimate of the
prior probability of category structures of the six different types and simultaneously classify
participants as responding according to this prior or at random. The estimated probabilities
of structures of Types I through VI were 0.111, 0.022, 0.003, 0.002, 0.004, and 0.017,
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respectively, providing a close match to the estimates produced in Experiments 1A and 1B.
Participants assigned a probability greater than 0.5 of responding at random were not used
in the analyses appearing in the remainder of this section, but the data produced by these
participants are analyzed further in the appendix. This left a total of 69 participants receiving
two positive examples, 29 participants receiving three mixed examples, and 39 participants
receiving four mixed examples. The higher rates of random responding in this experiment
may be due to the increased difficulty of reasoning about larger sets of consistent hypotheses
and the implications of both positive and negative examples, which many of the participants
reported as being challenging during debriefing.*

Fig. 7 shows the proportion of trials on which a category structure of each of the six types
was selected as a function of iteration for the three different conditions. In all three conditions,
the probability of selecting a category structure of a given type in the final iteration closely
matched the prior probability of that type in the final iteration, confirming the basic prediction
of convergence to the prior. Fig. 7 also shows the predictions of the Bayesian model using
the prior given earlier. These model predictions correlate extremely well with the human
responses, giving r(58) = 0.996, 0.993, and 0.984 for two positive examples, three mixed
examples, and four mixed examples, respectively.

The results of a series of chi-square tests comparing the distributions over types of category
structures at each iteration of the dependent and independent chains are given in Table 2.
There was a statistically significant difference at every iteration after the third for two positive
examples, at iterations five and seven for three mixed examples, and at iterations four through
nine for four random examples. The results for two positive examples and four mixed examples
clearly indicate an effect of iterated learning, with the strong temporal trend seen for four
random examples suggesting that the last non-significant result was simply due to chance.
The weaker results for three mixed examples may be due to the combination of a relatively fast
rate of convergence, meaning that the distribution after just one iteration (which is measured

Table 2
Results of Chi-Square Tests for Effects of Iterated Learning in Experiment 2

Iteration
Dependent
Versus
Independent 1 2 3 4 5 6 7 8 9 10
Two positive 1240 8.09 1651 2248 25.23* 20.68* 28.83* 36.03* 35.04* 46.86"
examples
Three mixed 11.17 830 13.58 5.78 19.75*  12.79 25.34*  13.44 7.87 14.57
examples
Four mixed 9.80 4.08 11.12 2094 21.01* 20.47* 3538 3391 33.59* 11.13
examples

Note. Asterisks indicate statistical significance for 2 (5) at p < .005, using the Bonferroni correction to maintain
an overall false positive rate below .05 for each sequence of tests. The weak pattern of significant differences for
three mixed examples is due to rapid convergence and small sample size, as discussed in the text.
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by the independent chains) will be close to the distribution after several iterations in the
dependent chains, and the fact that this condition had fewer participants than any other.

For completeness, Figs. 8, 9, and 10 show a more detailed analysis of the data and model
predictions, breaking down the chains by their initialization, as was done in Figs. 5 and
6 for Experiments 1A and 1B, respectively. In contrast to Experiments 1A and 1B, these
individual chains show evidence of convergence, with the distribution over types in the final
iteration converging to the same value regardless of initialization. Chi-square tests comparing
the distribution over types of category structure in the final iteration across the six dependent
chains initialized with different types showed no statistically significant difference for any
of the three conditions, giving x2(25) = 25.87, p = .41, for two positive examples; x>(25)
= 24.19, p = .51, for three mixed examples; and x2(25) = 31.65, p = .17 for four mixed
examples. The distribution to which the chains converge is the prior, with Type I structures
increasing in prevalence while Type VI structures decrease. The model and data still exhibit
a strong correlation under this more detailed analysis, with »(358) = 0.986, 0.954, and 0.953,
respectively.

The qualitative prediction that the strength of the constraints on hypotheses produced by the
data should affect the rate of convergence is borne out by these results. Two positive examples
provide only weak constraints on possible hypotheses, and convergence to the prior is rapid.
Three mixed examples produce stronger constraints and slower convergence, and convergence
is slowest with the strong constraints provided by four mixed examples. This trend also matches
the quantitative predictions of the Bayesian model. The second eigenvalues of the transition
matrices produced by using the prior estimated from people’s responses are A, = 0.508,
0.702, and 0.893 for these three conditions. For comparison, Fig. 6 reproduces the results of
Experiment 1A in the same format as the results of the three conditions from this experiment.
The model predictions shown for these results using the prior estimated from the three
conditions of Experiment 2, providing a single set of parameters that accounts for the entire
set of results and reinforcing the consistency of these parameters across experiments. A total
of 66 participants were classified as responding non-randomly, yielding an overall correlation
of r(58) = 0.961 between the model predictions and the data. The second eigenvalue of the
transition matrix of the Bayesian model using this prior was A, = 0.936, confirming that
convergence to the prior should be slowest when participants are provided with three positive
examples.

10. General discussion

The results of our experiments demonstrate that iterated learning can be used to investigate
the inductive biases of human learners. In each experiment the distribution over category
structures selected by people converged toward an equilibrium broadly consistent with pre-
vious research on the difficulty of learning and remembering category structures (Feldman,
2000; Nosofsky et al., 1994; Shepard et al., 1961), with Type I structures being most prevalent,
followed by Type II, and then the other four types, and matching the prior estimated using
our Bayesian model. Experiments 1A and 1B demonstrated that this effect persists whether
iterated learning occurs within-subjects, as is more convenient in a laboratory setting, or
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between-subjects, as used in previous work and in formal analyses of language evolution.
The dynamics of iterated learning, represented by changes in the distribution over category
structures at each iteration, were strongly in accord with the predictions of our Bayesian
model. In particular, Experiment 2 showed that the rate of convergence was reduced when the
data provided to participants placed stronger constraints on hypotheses. In the remainder of the
article, we discuss the implications of these results for understanding human inductive biases
for category structures, the robustness of our formal analyses to different assumptions about
the way in which people select their responses, and the circumstances under which iterated
learning will be a particularly valuable tool for estimating the priors of human learners.

10.1. Priors and category structures

Although the prior distribution on category structures estimated from the responses of our
participants and revealed as the outcome of iterated learning is generally consistent with the
results of previous studies, there is one notable difference: the persistently high probability
of Type VI category structures. The previous research mentioned earlier suggested that Type
VI structures are hardest to learn, but the prior that seemed to characterize the inferences of
participants in our experiments gave these structures higher probability than Types III through
V. One possible explanation for this difference is the lack of memory demands in our task. The
task used in our experiments was explicitly intended to remove memory demands, allowing
us to study the inductive biases involved in generalization directly. However, most research
on category learning uses a task that has a memory component, training participants on the
category labels of a set of objects and then asking them to rely on their memory for these data
when guessing the labels for new objects. The experiments that suggest Type VI structures are
hard to learn required participants to remember a set of examples from the category, whereas
in our experiments participants could see both the examples and the full set of consistent
category structures. Type VI structures actually have far greater symmetry and simplicity than
Types III through V, being describable as the structures for which every two members have
the same value on exactly one dimension. These properties are quite apparent in the sample
species shown in Fig. 2. Our presentation format and task could thus have resulted in a stronger
preference for Type VI.

The inductive biases of human learners solving particular problems will reflect the cumu-
lative biases inherent in representing and remembering stimuli as well as forming generaliza-
tions. We believe that our experiments provide an accurate characterization of the inductive
biases of human learners in a pure generalization task, with the problems that people typically
experience with Type VI being a consequence of memory demands. This has interesting impli-
cations for the role of complexity in memory and generalization. Feldman (2000) has argued
that the relative difficulty of learning different types of category stuctures can be explained
by simple measures of the logical complexity of those structures. If we can tease apart the
relative contributions of generalization and memory to human performance, we can identify
the importance of quantities such as logical complexity in each. Based on the results of our
experiments, we anticipate that iterated learning may provide a useful paradigm for further
investigation of the effects of memory demands on human inductive biases.
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10.2. Robustness to different response selection strategies

Our formal analysis of the consequences of iterated learning assumes that learners sample
hypotheses from their posterior distribution. Without this “probability matching” assumption,
general results for the consequences of iterated learning are hard to find (although see Griffiths
& Kalish, 2007, and Kirby et al., 2007, for some exceptions). Our expectation that this
assumption will hold for human learners is based on the fact that probability matching of
various forms is often found in human learning (Myers, 1976; Vulkan, 2000), and is commonly
assumed both in Bayesian models of cognition (e.g., Anderson, 1990; Steyvers, Tenenbaum,
Wagenmakers, & Blum, 2003) and in a variety of models of categorization and choice behavior
in the form of Luce’s (1959) choice rule (Ashby, 1992; Ashby & Alfonso-Reese, 1995; Ashby
& Maddox, 1993; Kruschke, 1992; Nosofsky, 1986, 1987). However, one additional advantage
of the generalization task that was used in our experiments is that it corresponds to a special
case in which the predictions of our framework are robust to variation in the response selection
strategy used by participants.

A common approach to modeling response strategies that are more systematic than proba-
bility matching is to use an exponentiated version of the Luce choice rule, taking the probability
of selecting hypothesis h to be proportional to P(h|d)”, where y is a free parameter (e.g.,
Ashby & Maddox, 1993; Kruschke, 1992). This reduces to probability matching when y =
1, random responding when y = 0, and deterministically selecting the hypothesis with high-
est posterior probability as y — oo. Intermediate values of y capture intermediate response
strategies. In the case of our generalization task, use of an exponentiated Luce choice rule
would mean selecting hypotheses with probability proportional to the exponentiated versions
of the posterior distributions defined by Equations 5 and 7. However, because these poste-
rior distributions both correspond to the prior, P(%), normalized over the set of consistent
hypotheses, use of the exponentiated choice rule with parameter y is equivalent to probabil-
ity matching with a prior that is proportional to P(h)”. Consequently, iterated learning will
converge to the distribution over hypotheses proportional to P (k).

The analysis outlined in the previous paragraph implies that the prior on category structures
estimated from the responses of participants in our experiments and the stationary distribution
of iterated learning will be somewhat robust to variation in response selection strategies that
can be captured using an exponentiated Luce choice rule. Specifically, although we cannot
know the actual prior probability of a particular hypothesis without knowing y, the ordering
of the prior probabilities of the different hypotheses will be the same for any choice of y €
(0, 0o) because this ordering is preserved under exponentiation. Thus, our conclusions about
the relative prior probabilities of category structures of different types should hold, even if
participants are not selecting hypotheses by probability matching. A more detailed analysis
of the class of models to which this kind of analysis applies and its implications for language
evolution is given in Kirby et al. (2007).

10.3. When will iterated learning be useful?

Iterated learning is a new way to measure the inductive biases of human learners. However,
previous work has established at least two ways to explore these biases: using computational
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models and conducting experiments measuring the difficulty with which people learn or
remember different hypotheses. Both computational models and experiments have been used to
study inductive biases for the category structures we used in our experiments (Feldman, 2000;
Nosofsky et al., 1994; Shepard et al., 1961), which was one of the reasons we choose to use
these stimuli to demonstrate the consequences of iterated learning. For iterated learning to be
useful more generally, there need to be circumstances under which it provides a more effective
means of investigating inductive biases than either computational modeling or traditional
experimental methods.

As mentioned in the introduction, the main advantage of iterated learning over estimating
inductive biases using computational models is that it is requires only weak assumptions
about the form of those biases. It is not necessary to define a model or specify a prior to use
iterated learning to investigate inductive biases, and our formal analysis of iterated learning
indicates that it will converge to the prior under very general conditions.> This means that
iterated learning can be used to explore inductive biases in contexts where researchers have
very little idea what form those biases might take, or with stimuli that are so complex that
defining a computational model is difficult. Iterated learning is thus valuable as an exploratory
tool, providing information in contexts where precise predictions are hard to formulate. It can
also be used to test computational models: If a model assumes a particular inductive bias (or
asserts that people use a particular prior), then that bias should be produced as a result of
iterated learning.

The difference between traditional uses of computational models in investigating inductive
biases and iterated learning has an analogue in approaches to density estimation in statistics.
Density estimation is the problem of determining the probability distribution that best char-
acterizes observed data. Statisticians have explored a variety of solutions to this problem, but
one of the basic distinctions between these approaches is between “parametric” and “non-
parametric” methods (e.g., Silverman, 1986). Parametric methods assume that the distribution
takes a particular form, such as a Gaussian, and then identify the distribution by estimating
its parameters, such as its mean and variance. Nonparametric methods make very weak as-
sumptions about the form of the distribution, defining procedures that work for estimating
probability distributions of any form, given enough data. Parametric density estimation works
well with small quantities of data, but can lead to a poor estimate if the true distribution
takes a form other than that assumed (e.g., a Gaussian will poorly characterize a bimodal
distribution). Nonparametric density estimation requires more data, but will ultimately yield
a good estimate of any distribution.

Determining the priors of human learners is a form of density estimation: The goal is to
estimate a probability distribution. Defining a computational model and fitting the parameters
of that model to the data defines a class of possible priors and then finds the distribution within
that class that best fits the data, and is thus a parametric approach. This will work well in
cases where priors are simple or modelers know a lot about the form of those priors, as for
the category structures explored in this article. In these cases, it is possible to specify a class
of distributions that will come close to the true distribution. By contrast, iterated learning is
a nonparametric method: It will yield samples from the prior regardless of the form of that
prior, and those samples can be used to construct estimates of the corresponding distribution
that make only weak assumptions about the nature of human inductive biases. Thus, in cases
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where priors are complex or little is known, iterated learning will be a valuable alternative to
traditional methods, allowing people’s inductive biases to reveal themselves directly.

Other experimental methods exist for investigating inductive biases. These methods typ-
ically aim to establish the difficulty of learning or remembering particular hypotheses. The
resulting experiments require a set of hypotheses to be investigated, and the hypotheses are
either exhaustively enumerated from some restricted class (as is the case for the category
structures used in our experiments) or chosen to test a theoretical principle. Iterated learning
provides information about inductive biases in a way that does not require gathering infor-
mation about every hypothesis under consideration. Once iterated learning converges, the
hypotheses produced are sampled in proportion to their prior probability. Thus, the frequency
with which the hypotheses appear are informative about their prior probability, and hypotheses
with low prior probability might not appear at all. As a consequence, iterated learning can be
used in contexts where the set of hypotheses is difficult to enumerate or there are no theories
to guide selection. For example, it can be used to explore inductive biases in very large sets
of hypotheses (such as all 2**categories defined on k binary dimensions), and will be efficient
in doing so as long as only a small number of those hypotheses have high prior probability.

Again, a comparison to statistical methods can provide insight into the value of iterated
learning as an experimental method for investigating inductive biases. In this case, the com-
parison is to the Monte Carlo method for evaluating expectations of functions of a random
variable. Given a probability distribution p(x) and a function f (x), the expectation of f (x)with
respect to p(x) is

Epwlf(0)] =) fx)p(x) ®)

xeX

where X is the set of all values of x. Normally, evaluating this expectation would require
evaluating f(x) and p(x) at all values of x,which could take a long time if X" is large. The
Monte Carlo method approximates the expectation as

| — :
Epol f]~ =3 7 f(x) )
i=1

where xis the ith sample from the probability distribution p(x). Because sampling produces
values of x for which p(x) is high with high probability, accurate approximations can be
obtained with only a few samples. In cases where X’ is large and p(x) is high for only a few
values of x, sampling can be more efficient than exhaustively enumerating all values of x.
Likewise, iterated learning provides samples of hypotheses that have high prior probability,
providing information about which hypotheses people favor without requiring enumeration of
the entire set of possibilities, and will be more efficient than traditional experimental methods
when exploring strong inductive biases expressed in large sets of hypotheses.

104. Conclusion

Our formal analyses suggested that iterated learning might be a possible method for identify-
ing human inductive biases in the laboratory. By using a task based on a small and well-studied
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set of category structures, we have been able to show that iterated learning converges toward a
distribution on category structures that refiects people’s inductive biases, and to make precise
predictions about the dynamics of iterated learning that provide a good characterization of the
human data. Our use of this task was motivated by the existence of a literature characterizing
people’s inductive biases for different category structures, allowing us to evaluate the corre-
spondence between the outcome of iterated learning and the results presented in this literature.
However, our results open the door to future research investigating people’s inductive biases
in contexts where they remain unknown. By reproducing iterated learning in the laboratory,
we can begin to map out the implicit biases that are at the heart of the remarkable human
ability to solve inductive problems.

Notes

1. More formally, the total variation distance between P(#,,) and the prior P(h), defined as
% > . |P(h, = i) — P(h =1i)|, is upper bounded by a constant multiplied by A} (Rosen-
thal, 1995). This upper bound thus decreases geometrically in n, with the rate being
determined by A;.

2. This assumption is not necessary for either positive or mixed examples, as any likelihood
function that is constant for all hypotheses consistent with the set of observed examples
will yield the same result. For example, both the “strong sampling” and “weak sampling”
schemes for determining the likelihood outlined in Tenenbaum and Griffiths (2001) yield
the same posterior distribution in this case.

3. These are the prior probabilities of individual structures of the six types, rather than
the probability assigned to each type in the prior; thus, they do not sum to 1. The
latter probability can be obtained by multiplying these probabilities by the number of
structures of each of the six types, being 6, 6, 24, 8, 24, and 2, respectively.

4. Consistent with this interpretation, the rate of random responding was far lower among
the participants from Brown University, with only 11 participants from Brown being
eliminated across all experiments reported in this article. All participants from Brown
had specifically volunteered for the experiments and were reimbursed at an hourly
rate, thus being significantly more motivated to spend time on the task than the other
participants, who were fulfilling a course requirement and received a fixed amount of
credit for completing the experiment.

5. Convergence to the prior requires that the underlying Markov chain be ergodic. In this
case, the main requirement is that the prior and likelihood are such that there is a non-
zero probability of starting at one hypothesis and ending at another after some finite
number of iterations for every pair of hypotheses.
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Appendix: The Expectation-Maximization (EM) Algorithm for Detecting
Chance Responding

Let 6 denote the parameters of the prior, being the probability of category structures of
Types I through VI, respectively. Assume that some proportion of our participants respond
in a way consistent with 6, whereas the remainder respond at random, and let = denote
the probability that a participant is “real” as opposed to “random.” Random responding can
be modeled in our Bayesian framework by using a prior that is uniform over all category
structures (i.e., the probability of a single category structure of any type is 1/70). Our goal is
to estimate 6 and mr, and to identify the “real” participants.

Given knowledge of 6 and m, deciding whether a participant is real is straightforward.
Letting z; = 1 indicate that the ith participant is real and z; = 0 indicate random responding,
we can use Bayes’s rule to compute

P(xilzi = 1,0)P(z; = l|n)

P(z; =1|x;,0,m) = (10)
P(xilz; = 1,0)P(z; = l|m) + P(x;|z; = 0)P(z; = 0|m)

_ P(xilzi = 1,0)m an
~ P(ulzi = 1.O)1 + P(xilz = 0)(1 —7)

where x; are the responses of the ith participant, and we have simplified P(x;|z; = 1, #) and
P(z; = 1|m) to reflect conditional independence from 7 and 6, respectively. The probabilities
P(xilzi = 1) and P(x;|z; = 0) can be computed by assuming that participants sample from
their posterior distribution for each decision, computing the posterior via Equations 5 or 7
using either the prior defined by 8 or a uniform prior. Given knowledge of z; for all participants,
estimating 6 and 7 _is also straightforward. The maximum-likelihood estimate of 7 is just
A= i1z =1) (12)

n
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where 7 is the total number of participants and /(-) takes the value 1 when its argument is true
and 0 otherwise. The maximum-likelihood estimate of 6 is

6 = argmeax Z log P(x;|z; = 1,0) (13)

i‘ZiZI

being the value that maximizes the log-likelihood of the data produced by the participants for
whom z; = 1.

Unfortunately, we lack knowledge of both 8 and 7 and the values of z;. The Expectation—
Maximization (EM) algorithm (Dempster, Laird, & Rubin, 1977) is an algorithm for
maximum-likelihood parameter estimation in such circumstances, addressing the difficult
problem of estimating 0, m, and z; simultaneously by alternating between solving the two
simpler problems outlined in the previous paragraphs. First, we initialize 6 and 7 to some
arbitrary values. Then, in the Expectation (E) step, we compute P(z; = 1|x;, 6, ) based on
these values of 6 and 7. In the Maximization (M) step, we select new values of 6 and 7 that
maximize the expectation of the log-likelihood with respect to this distribution on the z;. In
our case, this means using the estimates

S Pz =1]x;,6,7)
n

= (14)

and

D>

=argm6aXZP(zi = 1|x;,0,m)log P(x;|z; = 1,0) (15)
i=1

where the g and p appearing in P(z; = 1|x;, 8, ) in both equations refer to the old values of

those parameters. We then complete an E step with these new values of 8 and m, apply an M

step, and iterate until the log-likelihood of the data, , converges to a fixed value.

The basic idea of assuming that participants fall into groups associated with different
probability distributions over responses and estimating the parameters of those groups using
an iterative procedure such as the EM algorithm has previously been used for detecting
different strategies used by a set of participants (e.g., Lee & Webb, 2005; Steyvers, Tenenbaum,
Wagenmakers, & Blum, 2003). In our case, it proved an extremely effective procedure for
separating unmotivated participants from those engaged by the task. The efficacy of this
method can be gauged by inspecting the responses of the participants classified as responding
at random (i.e., for whom P(z; = 0|x;, 8, w) > 0.5). Fig. A1 shows the proportion of trials on
which these participants selected category structures of the six different types as a function of
the number of iterations, together with Bayesian models using uniform priors (the constraints
that the data impose on the hypotheses that learners can select mean that some structure
can persist in their responses, so the Bayesian models are required to evaluate what random
responding would look like). In all cases, the probability of selecting a category structure
converges to a distribution in which there is very little effect of its type, particularly in
comparison with the responses of the corresponding “real” participants shown in Fig. 7.
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Fig. Al. Responses of participants classified as responding at random in Experiments 1A and 2, for (a) dependent
chains, (b) the Bayesian model, and (c) independent chains. Each plot shows the probability that a participant
selects a particular category structure of a given type as a function of the number of iterations of learning. Plot
markers are those used in Fig. 5. All plots collapse across all chains. The Bayesian model predicts response
probabilities across all iterations of the independent chains that match the first iteration of the dependent chains.
In all cases, the probability of selecting a particular category structure at the end of the experiment depends only
weakly on the type of that structure, consistent with random responding.



